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1. Motivation

THIS DISCUSSION PAPER IS MOTIVATED BY THE RECENT DEBATES ABOUT the “truth” of climate change research and the shift in public opinion about whether man made climate change is actually happening or not. It occurred to me that discussions were always centred on either instrumental records from the late 19th Century onwards, or past climate reconstructions from proxy data like tree rings, or climate models’ predictions. All these require training to be appreciated and discussed. Any measurement comes with uncertainty, any proxy data comes with a theoretical model linking it to the climate variable it is supposed to measure, and of course all climate models, however complex, come with simplifications. This state of affairs is very unfortunate because it takes away from people the freedom to understand for themselves the scientific issues when these appear to be solely understandable by experts in the field in question.

It is the goal of this Discussion Paper to show that one does not need to have a PhD degree in Statistics or Physics to grasp the problem. One does not need to go into the fine detail of the physical mechanisms or how a particular time series (e.g. for global mean temperature) is constructed to realize how large is the anthropogenic forcing of the climate. It is simply a matter of putting numbers on the size of this well understood effect using well established and straightforward physics.

The main idea of this paper is really just this: rather than focus on the projections of climate change at the end of the century resulting from combustion of fossil fuels, let us simply pause and reflect on the magnitude of the climate forcing that this causes.
This approach requires a metric, a unit that will allow one to convert a given increase in concentration of atmospheric carbon dioxide (the forcing) into something more palpable, like a mass of ice sheet melting. And this is where Physics comes in handy, because it provides straightforward ways to measure the anthropogenic forcing in physical units, whether of sea level change, in units of sea ice melting, or of other related physical phenomena.

Again, I emphasize that no climate predictions are made here: all I am going to do over the course of the paper is to measure the amount of energy available as a result of the greenhouse effect of carbon dioxide, and estimate how large this energy is compared to the energy needed to achieve a given climate phenomenon, such as a rise in sea level. If one finds that the energy required for the latter (or another phenomenon) is orders of magnitude larger than the energy available from the effect of atmospheric carbon dioxide molecules, then obviously one should become quite sceptical about alarming climate change predictions. If, on the other hand, the two energies are comparable, then one cannot in good faith ignore the risk.

Let me from the outset answer the obvious criticism raised by this approach, which is that having a certain amount of energy available does not imply that this energy can be used entirely for a given purpose. For instance converting all the energy available into kinetic energy of the atmosphere (winds) would “express” the anthropogenic forcing in units of speed. Such an exercise would be pointless, however: there cannot be a 100% conversion of heat energy into the energy of motion. I am however here on much safer ground because the “units” I will consider in section 3 are associated with conversion of heat into heat. In section 4, I will put the anthropogenic forcing into perspective by comparing it directly to observed radiative changes so that no energy conversion will be needed there either.

2. Anthropogenic forcing

My starting point is the assumption that human activities are responsible for an increase in atmospheric concentration of carbon dioxide ($\text{CO}_2$) and other greenhouse gases such as methane and nitrous oxide. Figure 1 shows the year-on-year growth in the concentration of carbon dioxide in the atmosphere, that is the difference in concentration from one year to the next, expressed in parts per million by volume or simply ppmv at the Mauna Loa observatory in Hawaii, which has the longest available time series of atmospheric $\text{CO}_2$ concentration. The current level is close to 380ppmv, and to be clear, a concentration of 380ppmv means that at a given temperature and pressure, the volume occupied by carbon dioxide molecules is only 0.038% of that occupied by other atmospheric molecules.

One might rightly wonder why a single location might be indicative of global variations in atmospheric concentrations. The reason for this is the relatively rapid mixing of $\text{CO}_2$ molecules in the atmosphere. As a convincing evidence for this, measurement sites spread across the globe record differences in annual mean concentrations of less than one percent despite the very different seasonal patterns of carbon dioxide absorption and emission at the earth’s surface.

There are certainly natural fluctuations in the year-on-year growth rate of carbon dioxide shown in Figure 1, but the curve does not oscillate between negative and positive values over the 50 year record. I am assuming that a growth rate of 1 ppmv/yr can reasonably be attributed to human activities, which is conservative.

![Figure 1. Difference of annual mean atmospheric carbon dioxide ($\text{CO}_2$) concentration in ppmv at the Mauna Loa observatory. The error in annual mean $\text{CO}_2$ concentration is estimated at 0.12ppmv so the error in the difference between consecutive annual means is taken as $\sqrt{2 \times 0.12} = 0.17$ ppmv (± this value is given as the thin black lines).](image-url)
How does this anthropogenic increase in atmospheric carbon dioxide concentration turn into a climate forcing? The mechanism is the greenhouse effect of carbon dioxide, but let me stress that this statement is not precise enough to define the “forcing” meaningfully. As more CO₂ molecules are added to the atmosphere, it becomes harder for the Earth to cool to space because of the increased opacity of the atmosphere to long wavelength (infrared) radiation. But this last statement is only true if atmospheric conditions (i.e., temperature, water vapour, clouds, etc) are held fixed. To illustrate this it is enough to understand what happens in a thought experiment where the atmospheric carbon dioxide concentration is suddenly doubled and kept constant through time. There is initially an imbalance with less heat being lost than solar energy gained. But in time, a new equilibrium is reached in which the Earth emits as much infrared radiation as it did before the perturbation was introduced. This is more fully explained in Box 1. I will thus define the anthropogenic forcing caused by increasing atmospheric carbon dioxide concentration as the reduction in the infrared emission of the planet under fixed (i.e. preindustrial) climate conditions. I will denote this forcing by the symbol Q(t), where the ‘t’ symbol in brackets indicates that this quantity varies over time. Rather than keep referring to Q(t) as the reduction in infrared cooling caused by raising CO₂ concentrations above their pre-industrial level, I will simply refer to it as the “anthropogenic heat flux” from now on, acknowledging that a reduction in cooling corresponds to a heating. The equation describing how this forcing depends on the concentration of CO₂ in the atmosphere, relative to pre-industrial levels, is given in Box 2. It should be noted that this heating is available all over the earth, including over ice sheets and sea ice.

The heat flux, Q(t), and the assumed simple concentration of CO₂ over time, C(t), are plotted over a 300-year time slice in Figure 2 (solid red and black curves, respectively). This choice of time span was made simply because it encompasses the beginning of the industrial revolution (mid 18th century) and the time...
of CO₂ doubling, which is some 280 years at a rate of 1ppmv per year increase. The time of CO₂ doubling will be indicated in the Figures of this paper by a red line, and is a standard benchmark for atmospheric CO₂ increase in climate studies.

Before proceeding, I would like to stress the idealized nature of the anthropogenic scenario described above. For one thing, the use of a constant linear growth rate in atmospheric carbon dioxide concentration does not capture accurately the time evolution of this quantity: the rate was probably smaller than 1ppmv/yr near the start of the industrial revolution and is larger at present (Figure 1 suggests current values closer to 2ppmv/yr).

Conversely, it is a deliberate choice not to consider other forcing agents of human origin such as methane and aerosols. The net anthropogenic forcing represents the collective effect of many different and partially offsetting processes and addressing all of them is beyond the scope of this paper. I would simply argue in my defence that if the greenhouse effect due to carbon dioxide alone, as measured by Q(t), is found to be large when expressed in more telling units of equivalent physical change in the next section, then restricting oneself to carbon dioxide provides a plausible answer to the question of the strength of the anthropogenic forcing. Finally, readers well versed in the climate literature might be surprised not to see mention of climate feedbacks in estimating Q(t). This issue is fully addressed in section 5.

3. Cryospheric melting and sea level rise

In this section, I aim to show how big the anthropogenic climate forcing from CO₂ is by giving examples of physical processes that would be equivalent in magnitude and can perhaps be more readily understood by a non-specialist.
Let me start by “converting” the anthropogenic heat flux into a more charismatic quantity, namely the melting of the ice sheets of Antarctica and Greenland. The heat energy required to melt a mass of ice sheet is proportional to the mass of ice multiplied by the latent heat of fusion of ice, that is the energy measured in Joules required to turn one kilogram of ice into liquid water. A reasonable assumption is that all the energy available from the anthropogenic heat flux can be assigned to this melting because ice is a good absorber of infrared radiation falling directly on to it (conversion of heat into heat). Thus, the mass of ice that is melted at each point in time, denoted \( m_{\text{mel}}(t) \), is simply found by accumulating \( Q(t) \) over time and over the surface area \( A_{is} \) covered by the ice sheets. The simple mathematics are given in Box 3.

**Box 3. Ice-sheet melting and sea level rise**

To melt a mass, \( m_{\text{mel}} \), of ice sheet requires an energy equal to the latent heat of fusion of ice \(( l_f = 3 \times 10^{-5} \text{ J kg}^{-1})\) multiplied by the mass melted, \( m_{\text{mel}} \).

The mass of ice melted, \( m_{\text{mel}}(t) \), is simply found by accumulating \( Q(t) \) over time and over the surface area \( A_{is} \) covered by the ice sheets. Mathematically this reads:

\[
l_f m_{\text{mel}}(t) = A_{is} \int_0^t Q(t') dt'
\]

The result is displayed in Figure 3 (dark blue curve), as a fraction of the current mass of ice sheet (around 2.5 x 10^19 kg) and using the current value \( A_{is} = 1.36 \times 10^{13} \text{ m}^2 \), which is about 3% of the earth’s surface.

Figure 3 (dark blue curve) shows the mass of ice that the anthropogenic heat flux could melt as a percentage of the current mass of ice sheet. We can see that measured in these terms, the anthropogenic heat flux is equivalent to only a very small fraction of ice melt, on the order of a few percent over the 300-yr time period displayed.

A consequence of melting the ice sheets is a rise in sea level and this provides another telling measure to consider. The corresponding sea level rise is found by dividing the increase in volume of liquid by the area of the ocean and is shown in Figure 4 (continuous blue curve). As can be seen, in this new unit of measure, the anthropogenic heat flux appears much more significant for human society.

The associated sea-level rise is found by dividing the increase in volume of liquid water resulting from ice-sheet melting by the ocean’s surface area. The volume of water resulting from the melting is given by

\[
\text{Volume} = m_{\text{mel}}(t)/\rho_f
\]

where \( \rho_f = 1000 \text{ kg m}^{-3} \) is the density of (fresh) liquid water. Since the ocean’s surface is \( A_o = 3.6 \times 10^{14} \text{ m}^2 \) — about 70% of the earth’s surface — the change in sea level due to this equivalent ice-sheet melting, denoted \( \Delta h_{is}(t) \), is given by:

\[
\Delta h_{is}(t) = \frac{A_{is}}{A_o \rho_f} \int_0^t Q(t') dt'
\]

The result is displayed in Figure 4 (continuous blue curve).
with a rise of sea level of about 2.5m by the time of CO₂
doubling.

Let me reflect on these numbers. The forcing Q, expressed as a
fraction of ice sheet melted appears negligible. But viewed as
a sea level change this same effect is enormous. This is simply
because even a few percent of the ice sheets contain a massive
amount of water. From a socio-economic perspective, the calcula-
tion shows that there is enough additional energy available to
cause a severe disruption to human activities. Indeed, in the “risk
analysis” shows that there is enough additional energy available to
cause a severe disruption to human activities. Indeed, in the “risk
and Impact” literature, sea level changes are considered moder-
ate below a 0.35m rise by 2080 while the numbers in Figure 4
are nearly an order of magnitude larger. Or, to make a rise of sea
level of 2m more palpable, it would, according to a recent study
of the risk of rising sea level to population and land area, affect a
population on the order of 175 million.

I will now consider how large the anthropogenic heat flux is in
relation to the metre-thick or so layer of sea ice formed as a result
of surface cooling of the ocean at high latitudes. The result is
displayed in Figure 3 (light blue continuous line), which shows
the mass of melted sea ice as a percentage of the current sea
ice mass, assuming a fixed surface area and a thinning of the
sea ice and no seasonal cycle – in other words the analogous
calculation to that carried out for the ice-sheets on land. We see a
rapid decline of the sea ice cover, with 100% of the current mass
disappearing just a few decades after the start of the increasing
atmospheric carbon dioxide concentrations. (I should add that I
have used a current value for the mass of sea ice, of 2 × 10⁶ Kg,
and a value of 2.25 × 10¹⁶ Kg for the sea ice area).

This ‘sea-ice thinning’ scenario is of course not the only way
that the sea ice can melt. An alternative calculation can be car-
rried out by assuming a fixed thickness but letting the surface
area shrink. This ‘shrinking’ scenario is shown by the light blue
dashed line in Figure 3. As the sea ice area decreases, less of
the infrared radiation can be absorbed because less area of ice
is exposed, so it takes longer to melt the sea ice by “shrinking”
than by “thinning”. (Such a calculation can also be applied to
the ice sheet case but the difference between “thinning” and
“shrinking” scenarios is negligible). The conclusion remains
however unchanged: there is enough additional energy avail-
able in Q(t) to cause a severe change—the disappearance
of more than half the sea ice cover on a timescale of a few
decades.

The melting of sea ice only induces a very small increase in sea
level because the sea ice is already floating on the sea. The
increase results from the fact that sea water is slightly denser
than the freshwater from which sea ice is made. If all the sea ice
melted, the global sea level would go up by only 1 mm or so.

One can also carry out an analysis for a rise in sea level due to
thermal expansion of the ocean, which without double counting,
we can assume takes place in parallel with the melting of the
ice-sheets. I will assume in the following that the sea level rise
results from the warming of an ocean layer whose contact area
with the atmosphere is the whole surface area of the oceans,
and I will denote the pre-industrial volume of this layer as Vₗ. The
energy available to increase the temperature of this layer per
unit time and area is the anthropogenic heat flux Q(t), but some
of this energy will also be used to do work against gravity as
the sea level rises (i.e.; against the pressure of the surrounding
water below and air above). It can nevertheless be shown that
the latter effects are tiny compared to the change in heat content
of the ocean layer. Box 4 provides the relevant equations.

Box 4. Thermal expansion of the ocean

Cumulating Q(t) over time, the change in ocean heat content
is given by the following expression:

$$m_o c_o \Delta T_o (t) = A_o \int_0^t Q(t')dt'$$

where A_o is the surface area of the ocean, m_o is the mass of
the ocean layer considered, c_o is the specific heat capacity of
seawater and ΔT_o is the change in ocean temperature from
its pre-industrial level.

If we denote the change in sea level induced by ocean warm-
ing by Δhₑ for “thermal expansion”, using the equation of
state for seawater we find that the change in the ocean
volume due to thermal expansion is given by:

$$A_o \Delta h_e = \Delta V = V_o \alpha_T \Delta T_o$$

in which \( \alpha_T \) is the thermal expansion coefficient. Rearranging,
one obtains:

$$\Delta hₑ(t) = \frac{\alpha_T}{\rho_o c_o} \int_0^t Q(t')dt'$$

in which I have introduced a typical seawater density
\( \rho_o = 1027 \text{ kgm}^{-1} \) and used \( m_o = \rho_o V_o \). The sea level change
due to thermal expansion is plotted in Figure 4 (green).

The energy required to raise the global sea-level by 1 cm
through thermal expansion of the oceans is therefore
1 cm x \( A_o \rho_o c_o / \alpha_T \), while from Box 3, the energy required
through melting the ice sheets is 1 cm x \( A_o \rho / l_s \). The ratio of
these quantities is \( \rho_o c_o / \rho / l_s \), which turns out to be \( \approx 137 \).
As a result, the total rise in sea level from both effects
(\( \Delta hᵢₗ + \Delta hₑ \), shown as the blue dashed curve in Figure 4)
is dominated by the ice sheet contribution by a factor of
137 \( A_o / Aᵢₗ = 4 \).
The corresponding sea-level rise due to the thermal expansion of the ocean (the green curve in Figure 4) is smaller than that due to ice sheet melt since it takes more energy to raise the sea level by 1cm through thermal expansion of seawater than through melting ice (see Box 4 for details). Taken together and neglecting the tiny contribution from the melting of sea-ice, these two effects yield a sea level change of about 3m by the time of CO₂ doubling, as shown by the blue dashed curve in Figure 4.

4. Planetary albedo and infrared radiation

I now wish to put the anthropogenic heat flux in a completely different perspective. As introduced in section 2, Q(t) physically reflects a reduction in the rate at which the earth cools by emitting infrared radiation to space. Rather than cumulate over time the associated “trapping” of energy, as was done in the previous section, I now wish to compare Q(t) directly to seasonal variations in the radiative heating and cooling of the planet. The reason for this choice is that these seasonal fluctuations are large, being caused by the tilting of the earth’s axis of rotation and other geometric effects such as the elliptical orbit of the earth around the sun and the irregular distribution of continents at the earth’s surface.

As a result, significant seasonal fluctuations in planetary infrared emission or reflected solar radiation are observed. Thus both provide a natural benchmark to determine whether any other type of radiative perturbation is large or small. Although discussing quantities with units of Wm⁻² will seem at first sight to lose the more telling aspect of the units used in section 3, it will provide an observational counterpart to the numbers obtained from simple physical arguments in section 3.

Figure 4. The anthropogenic heat flux Q(t) “measured” in units of sea level rise (in metres) as a function of time (in years); melting of the ice sheets (Δhₚ, continuous blue) and thermal expansion of the oceans (Δhₑ, green), and the sum of these two effects (dashed blue line). The time of atmospheric CO₂ concentration doubling is again indicated by the vertical red line.

Figure 5. A measure of the anthropogenic heat flux in terms of equivalent percent change in planetary albedo (continuous blue) and infrared emission (continuous red). The dashed curves indicate the observed seasonal change in these quantities (blue for αₚ, red for Iₚ). A typical positive yearly excursion of ΔIₚ/Iₚ is also plotted as the horizontal red dotted line. The vertical red line indicates the time of atmospheric CO₂ doubling.
As seen from space, the earth receives energy in the form of shortwave electromagnetic radiation from the Sun and cools to space by reflecting a fraction of this energy back and by radiating energy in the infrared. In Figure 5, I have plotted the percent decrease in the reflection coefficient \( \alpha \) (the “planetary albedo”) which would match exactly the anthropogenic heat flux, \( Q(t) \).

To estimate the change in the Earth's infrared radiation \( \delta I_p \) that would be equivalent to the anthropogenic heat flux due to CO\(_2\), i.e., \( \delta I_p(t) = Q(t) \), I note that in equilibrium, the infrared radiation of the Earth exactly opposes the net absorption of solar radiation (see Box 1), i.e.,

\[
I_p = S_e (1 - \alpha_P) / 4
\]

as a result, the relative change in \( I_p \) is:

\[
\delta I_p(t) / I_p = 4Q(t) / S_e (1 - \alpha_P)
\]

As a result of the typical variation observed, as measured by the standard deviation of the monthly time series, is \( \delta \alpha_p = 0.009 \) with a mean value of 0.29, i.e., a relative change \( 0.009 / 0.29 = 3\% \) (dashed blue line).

Let me now compare those changes to seasonal observations, starting with the planetary albedo provided by the CERES satellite mission over the 2000 – 2005 period (Figure 6). The highest planetary albedo is found in December, consistent with the persistent snow cover over Antarctica in Austral summer and the tilt of the earth towards the sun at that time of year. Two relative minima are found in March-April and August-September, which is consistent with the lower albedo of low latitude regions that are the most exposed to the sun at that time of year. The typical variation observed, as measured by the standard deviation of the monthly time series, is \( \delta \alpha_p = 0.009 \) with a mean value of 0.29, i.e., a relative change \( 0.009 / 0.29 = 3\% \) (dashed blue line).
This benchmark is reached by the anthropogenic heat flux after 200 years. CERES observations of the planetary infrared emission are next shown in Figure 7. As was found for the planetary albedo, differences in geometries of the Northern and Southern hemispheres leave an imprint on the planetary infrared emission: the earth emits more in July than it does in January, reflecting the larger surface temperature reached in the more land-covered Northern Hemisphere in boreal summer. The standard deviation of the monthly time series is 2.85 Wm\(^{-2}\), with a mean value of 239.65 Wm\(^{-2}\), a 1.2 % relative change in \(\frac{dI_p}{I_p}\). It is reached by \(Q(t)\) after about 180 years in Figure 5.

The instrumental record of planetary infrared emission is longer than that of planetary albedo, and out of curiosity, it is worth going beyond the seasonal changes at the core of this section to investigate inter-annual variations in \(I_p\). To do so I will use the 30-yr record provided by the NOAA polar orbiting satellites\(^4\). In Figure 8, the distribution of \(\delta I_p/I_p\) is shown, constructed from annual deviations from the 30-yr mean. One notes that inter-annual changes are small in comparison to the seasonal cycle variations. For example, the median for the population of records satisfying \(\delta I_p/I_p > 0\) is \(\delta I_p/I_p = 0.55\) %, about half the size of the seasonal amplitude noted above. This typical value for inter-annual excess of planetary infrared emission is plotted as a dotted red line in Figure 5. It is reached by \(Q(t)\) after about 70 years. No positive annual mean excursions of \(I_p\) on record exceed a 1.25 % increase or decrease.

In summary, I aimed in this section at putting the anthropogenic heat flux \(Q(t)\) into perspective through a direct comparison with observations of natural variation in the earth’s incoming and outgoing heat fluxes. The seasonal cycle offers a robust natural benchmark to do so and the result of the comparison is very clear: the anthropogenic forcing, \(Q(t)\), is well above the amplitude of the seasonal cycle by the time of doubling of atmospheric carbon dioxide concentrations.
5. Limitations of the previous calculations

As emphasized in section 1, none of the calculations carried out in sections 3 and 4 are climate predictions. As the earth warms, over time it emits more infrared radiation, thereby opposing the initial reduction in infrared emission caused by the increase in atmospheric carbon dioxide concentration, as explained in Box 1. The net energy available to produce changes such as those discussed in section 3 is thus less than Q(t) in a truly interactive climate system. Q(t) must therefore be seen as an upper-bound on the energy available to perturb the climate system. The calculations above were a logical first step in that they show that this upper bound is enough to produce major changes in sea ice cover distribution (disappearance) and sea level (a rise of a few meters) on a timescale measured in decades to centuries, and certainly less than a millennia. So the forcing is potentially large, but the above calculations do not allow one to go further and predict how large the actual changes will be.

One might therefore be tempted then to disregard the “fixed climate assumption” and the use of Q(t) as a plausible measure of the anthropogenic forcing. I would suggest, however, that because of the effect of the ocean circulation on climate, the calculations presented in the earlier parts of this paper are more relevant to the “fully interactive” climate system than might initially be supposed. As alluded to in the previous paragraph, the factor limiting the interpretation of Q as a true measure of radiative changes is the presence of feedbacks in the climate system. These indeed ultimately control the size of the equilibrium response of the climate system to the anthropogenic forcing, achieved over several centuries. But feedbacks are not the only mechanism controlling its transient response on shorter timescales: the storage of heat by the ocean is another key influence.

To illustrate the idea, consider the situation depicted in Box 6 in which, as in Box 1, one investigates the mechanism of adjustment of the climate to a sudden doubling of atmospheric carbon dioxide concentration. The left panel shows an hypothetical world in which there is a motionless ocean and no significant exchange of heat from the upper to the deeper ocean layers. In this climate system, the time it takes to respond to an increase in the greenhouse effect of CO₂ is controlled by the consideration of the forcings of climate change using simple physics
heat capacity of the upper ocean layer. For a typical layer of thickness \( d = 100 \text{m} \), and typical strength of climate feedbacks \( \lambda_c = 0.9-2 \text{ Wm}^{-2}\text{K}^{-1} \), in line with estimates of climate sensitivity, the adjustment timescale \( t_c \) is given by \( t_c \approx \left( \rho C_d d / \lambda_c \right) \). This timescale is of the order of a decade. Beyond that, there is as much excess heat radiated to space as a result of the warmer upper ocean than is trapped as a result of the increased greenhouse effect of carbon dioxide. With a static ocean there is therefore no significant accumulation of heat in the climate system. Considering that it was shown earlier that \( Q(t) \) must cumulate over several decades to produce significant changes, the calculations of section 3 and 4 would therefore be irrelevant if the climate system really were like this.

Now consider a more realistic model of the climate system in which there is exchange of heat from upper to deeper ocean layers, as there is today (Box 6, right hand panel). If the associated vertical heat transport is large enough, one can imagine a scenario in which, rather than being used to heat the upper ocean, the excess heat induced by the greenhouse effect of \( \text{CO}_2 \) is instead transferred to the deep ocean. In this case, the surface experiences only slow changes in temperature because it is tied to the large thermal inertia of the deep ocean. The corresponding characteristic timescale for the deep ocean is several centuries rather than a decade or so. In this scenario, heat is accumulated in the deep ocean, driving thermal expansion, and the sea level rise calculations in section 3 become relevant.

6. Conclusions

In summary, I have focused in this paper on the strength of the anthropogenic forcing of climate rather than on the magnitude of the predicted climate response to this forcing. Direct conversions of the additional thermal forcing associated with the enhanced greenhouse effect of \( \text{CO}_2 \) into latent heat and thermal expansion suggest that there is enough energy to produce important changes in sea level (rise measured in metres) and sea ice cover (complete disappearance) by the time of doubling of atmospheric carbon dioxide concentrations.

From a different perspective, using satellite observations of global radiative exchange between the earth and space, it is evident that the anthropogenic forcing reaches a magnitude larger than seasonal variations in either reflected solar energy or planetary emission of infrared energy by the time of atmospheric \( \text{CO}_2 \) doubling. Thus by both conceptual and observational benchmarks it is clear that the anthropogenic forcing of climate is “large”.

It is true that acknowledging a large forcing does not imply a large “response”: there might well be powerful negative feedback mechanisms in nature enhancing the sensitivity of the earth’s planetary emission of infrared radiation to temperature, thereby keeping the climate close to its pre-industrial state. If so, such mechanisms must involve physics which is absent from the current generation of global climate models, which are based on our best physical understanding, because their collective behaviour is at odds with the presence of such an efficient negative feedback.

The approach used here was very rudimentary, and climate experts might be shocked by the drastic simplifications I have used. But that was precisely the point: an attempt to get an intuitive feeling for the size of the anthropogenic forcing through “back-of-the-envelope” calculations. Though not offering clear cut conclusions because of this limited objective—a focus on the “forcing” rather than the “response”—it is hoped that the value of this approach is that it allows a large audience to make up its own mind about the question: is it possible that the greenhouse gases we are adding to the atmosphere could have a large impact on our climate?

One does not need to have a PhD degree in Statistics or Physics to grasp the problem ... it is simply a matter of putting numbers on the size of anthropogenic forcing of climate using well established and straightforward physics
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