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ABSTRACT

It is suggested that the seasonal dependence of interannual variability displayed by observed sea surface
temperature (SST) over the north tropical Atlantic primarily reflects the seasonality of the remote forcing
associated with the North Atlantic and Southern Oscillations and is controlled by the mean damping time scale
of SST anomaly. A stochastic model including a seasonally dependent forcing is used to test this hypothesis
against observations.

1. Introduction

A striking feature of interannual climate variability
in the tropical Atlantic is its dependence upon the sea-
sons. Figure 1 illustrates this point by displaying the
seasonal cycle of interannual variance of key sea surface
temperature (SST) indices: the north tropical Atlantic
(NTA: 58–258N, 608–208W), the south tropical Atlantic
(STA: 258S–38N, 308W–108E), and their difference, the
interhemispheric SST gradient. One observes weaker
year-to-year variations during August–September–Oc-
tober (ASO) for all three indices (all groups of months
will hereafter be denoted by their first letters) and stron-
ger year-to-year variations in boreal spring (MAM) for
the interhemispheric SST gradient and the ‘‘North Trop-
ical Atlantic’’ index. These relative changes of variance
are the largest for the NTA 2 SST index, for which
they amount to about 30% [as measured, from Fig. 1
by the ratio (maximum 2 minimum)/twice the annual
mean].

To some extent, a seasonal dependence of the inter-
annual variability is not unexpected because of large
seasonal changes in the mean state of the tropical At-
lantic ocean–atmosphere system. For instance, inter-
annual fluctuations of the east–west SST difference
along the equator in the Atlantic are mostly seen at the
time when the climatological cold tongue is developed,
that is, in late summer (e.g., Sutton et al. 2000). Since
such fluctuations are believed to reflect large-scale
ocean–atmosphere interactions in the equatorial Atlantic
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akin to El Niño and the Southern Oscillation (Zebiak
1993), it is likely that the seasonality of the so-called
Atlantic Niño mode is induced by local ocean–atmo-
sphere coupling. Here we propose an alternative mech-
anism for off-equatorial regions, namely that the sea-
sonality seen in SST in Fig. 1 largely reflects the sea-
sonality of remote forcing impacting the tropical At-
lantic. We focus on the NTA, which contributes most
to the interhemispheric SST gradient seasonality (Fig. 1).

In a recent study (Czaja et al. 2002, hereafter CVM),
we showed that the bulk of the interannual variations
of NTA SST could quantitatively be understood as a
local response of the ocean mixed layer to changes in
evaporation induced by the North Atlantic Oscillation
(NAO) and ENSO. A simple model for the NTA SST
anomaly (T9) was put forward as

dT9
rC h 5 F9 5 G9 2 gT9, (1)p 0 latdt

where r and Cp are, respectively, the density and heat
capacity of seawater, h0 is the annual mean mixed layer
depth, and is the anomalous surface latent heat fluxF9lat

(all variables are spatially averaged over the NTA region
and primes stand for departures from the mean seasonal
cycle); was further decomposed into a part G9 drivenF9lat

by NAO and ENSO variability (wind-induced changes)
and a sensitivity to SST gT9 reflecting the local ther-
modynamic adjustment of the atmosphere to NTA SST
anomalies.1 As both NAO and ENSO variability are
strongly dependent upon the seasonal cycle, there is a
source of seasonal dependence for T9 in the model (1)

1 Note that we found in CVM very little evidence for a dynamical
response of the atmosphere to the NTA SST anomaly over the NTA
region. This does not exclude the possibility of a larger impact of
the NTA SST anomaly on the atmosphere closer to the equator.
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FIG. 1. Interannual variability of SST indices (std dev in K; gray
for STA, continuous black for NTA, and dashed black for their dif-
ference) for each calendar month, as computed from monthly SST
time series from the NCEP–NCAR reanalysis during the period 1960–
2002.

through G9. It is the purpose of this paper to test whether
the seasonality of NAO and ENSO variability can ex-
plain the seasonality observed in NTA SST. We em-
phasize that the focus of this study is on how the am-
plitude of interannual SST variability varies among sea-
son, which we refer to in the following as the relative
amplitude of the seasonal cycle of SST variance. The
absolute amplitude of NTA SST variability was the fo-
cus of CVM.

First, evidence for a strong seasonality of NAO and
ENSO impact on sea level pressure gradient and surface
evaporation over the NTA region is presented in section
2 using data from the National Centers for Environ-
mental Prediction–National Center for Atmospheric Re-
search (NCEP–NCAR) reanalysis (Kalnay et al. 1996)
during the period 1950–99.2 The response of T9 to a
seasonally varying stochastic forcing G9 in the model
(1) is then studied and compared to observations in
section 3. A discussion and conclusions are offered in
sections 4 and 5, respectively.

2. Seasonal dependence of NAO and ENSO impact
on NTA

a. Sea level pressure

Figure 2 (contours) displays correlation maps of sea-
sonal SLP anomalies over a tropical domain (208S–
408N) with a seasonal midlatitude NAO index from Hur-
rell (see online at http://www.cgd.ucar.edu/;jhurrell/

2 A linear trend has been removed from all monthly anomaly time
series (departure from the mean seasonal cycle) considered in the
paper.

nao/pc.html).3 For each season, we find the largest pos-
itive correlations around 308N, indicative of anomalous
northward pressure gradient over the NTA and a cor-
responding strengthening of the northeast trades in a
positive NAO phase. The typical amplitude of the SLP
fluctuations (shading) is largest in DJF and MAM and
weakest in JJA and SON. Through geostrophic balance,
we thus expect a stronger impact of NAO on NTA sur-
face winds during boreal winter and spring than during
boreal summer and fall.

Figure 3 is the analog of Fig. 2 but based on a seasonal
ENSO index (SST averaged over 58S–58N, 908–1508W,
i.e., the so-called Niño-3 SST index). The shape of the
correlation maps (contours) changes as a function of
season somewhat more than in Fig. 2. We observe a
northwest–southeast-oriented SLP dipole in DJF and
MAM but anticyclonic centers on the poleward flanks
of the intertropical convergence zone (ITCZ) in JJA and
SON. As in Fig. 2, however, the amplitude of the SLP
fluctuations (shading) is largest in boreal winter. The
orientation of the SLP dipole in DJF and MAM leads
to an efficient modulation of the strength of the northeast
trades. In JJA and SON, however, the SLP pattern shows
a maximum over the NTA region. As a consequence,
we expect weak changes in surface winds induced by
ENSO over the NTA region in boreal summer and fall.

The seasonal dependence of the NAO SLP anomalies
likely reflects the annual changes in the equator to pole
temperature difference, with more active synoptic ed-
dies and low-frequency variability in the atmosphere in
boreal winter when the temperature difference is the
largest. The mechanisms responsible for the seasonality
in the ENSO teleconnection over the tropical Atlantic
are less clear. They might involve a response of the
seasonal cycle of convection over the tropical Atlantic
to the anomalous warming/cooling of the free tropo-
sphere in ENSO events (Chiang and Sobel 2002), but
also Rossby wave–type teleconnections (i.e., the Pacif-
ic–North American pattern) forced from the tropical Pa-
cific and able to reach the North Atlantic subtropics in
boreal winter (e.g., Nobre and Shukla 1996).

We now turn to the time domain and investigate the
temporal behavior of the SLP patterns shown in Figs.
2 and 3. If NAO variability is known to be associated
with a rather short decorrelation time scale (about 10
days; see, e.g., Feldstein 2000), anomalous ENSO
events persist for more than a year (e.g., Rasmusson and
Carpenter 1982). We thus expect significant differences
between the time scale associated with the patterns in
Figs. 2 and 3. To address this issue, we have computed
the autocorrelation function of a monthly time series of
the NAO and ENSO SLP patterns, the time series being

3 The index was constructed from a principal component analysis
of seasonally averaged SLP anomaly over the North Atlantic sector
(208–708N, 908W–408E). The associated patterns (the EOFs) vary in
strength and orientation with seasons, while still keeping the familiar
dipolar shape.
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FIG. 2. Simultaneous correlation map of seasonal (3-month average) SLP anomaly and NAO index. The seasons are indicated on the plot.
Correlations are drawn as continuous lines when positive (dashed when negative) and are only shown when larger in magnitude than 0.2
with a contour interval of 0.1. Shadings indicate the corresponding amplitude of the SLP fluctuations (in mb, as indicated on the shading
scale at the bottom).

obtained by linear regression of the monthly SLP anom-
aly onto the seasonal SLP patterns of Figs. 2 and 3.4

The resulting autocorrelation functions are shown in
Fig. 4 as circled broken curves for NAO (left, in black)
and ENSO (right, in gray). For NAO, we observe a
simple decay as a function of lag t, which is well fitted
by an exponential e2n | t | with n21 5 19 days (left, black
continuous curve). This is consistent with the midlati-
tude origin of the NAO and its inherent randomness.

4 We start by constructing a December, or January, or February
time series by projecting the DJF pattern in Fig. 2 onto the December,
or January, or February SLP anomaly matrix over the domain shown
in Fig. 2 (208S–408N, 808W–208E). Then we construct the monthly
time series by applying the former procedure to other seasons and
‘‘assembling’’ together the January, February, March, . . . , December
time series.

Note that the somewhat long time scale of 19 days found
here is likely to reflect the use of monthly data rather
than being a true estimate of the NAO decorrelation
time scale. Using daily data and upper-level geopotential
height, Feldstein (2000) found n21 . 9.5 days.

The ENSO curve on the right-hand side in Fig. 4 is
more complex and shows two different time scales: first,
a rapid decorrelation after 1 month, which is well cap-
tured by an exponential with a similar decorrelation time
as NAO (n21 5 25 days, continuous curve), and second,
a slower decay, with correlations falling within an en-
velope defined by two exponentials n21 5 2 months and
n21 5 3 months. If one restricts the computation of the
1-month-lag autocorrelation to wintertime months, then
its value is similar to that shown in Fig. 4 for NAO
(.0.2). If, however, one only considers summertime
months, then the 1-month-lag autocorrelation increases



3020 VOLUME 17J O U R N A L O F C L I M A T E

FIG. 3. As in Fig. 2, but based on a seasonal ENSO index.

to .0.5. Thus, the two time scales likely reflect the
different SLP patterns found in Fig. 3 in DJF and JJA,
which are mixed in our procedure by only considering
a single time series.

In summary, the ENSO–SLP teleconnection over the
tropical Atlantic consists of an energetic (in the sense
of the largest amplitude of SLP anomaly in Fig. 3) and
rapidly decorrelated pattern in winter. It is expected to
drive significant surface wind changes over the NTA
region during that season. In summer, however, the
ENSO–SLP teleconnection is weaker and more persis-
tent. It should have little impact on surface winds over
the NTA region because the latter is precisely where the
teleconnection shows SLP extrema. The NAO–SLP
teleconnection over the tropical Atlantic essentially
keeps the same spatial pattern and time scale along the
course of a year. It is strongest in boreal winter and
weakest in boreal summer.

b. Surface evaporation

The above analysis suggests a larger impact of ENSO
and NAO on the NTA SLP gradient and thus surface
winds in boreal winter and spring than in boreal summer
and fall. To estimate quantitatively the effect of this
seasonality on surface evaporation over the NTA region,
we first compute the change in surface wind speed | w | 9
associated with NAO and ENSO. To do this, we linearly
regress monthly wind speed anomalies | w | 9 (averaged
over the NTA region) onto the monthly time series of
the NAO and ENSO SLP patterns used in Fig. 4. In this
way, a statistical model is used to link changes in SLP
gradient and surface wind speed.

Figure 5 displays the resulting seasonal evolution of
| w | 9 for NAO (black) and ENSO (gray, with signs re-
versed for easier comparison with NAO). Anomalously
high wind speed occurs in DJF of positive NAO/neg-
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FIG. 4. Autocorrelation function of monthly NTA SLP index as-
sociated with NAO (broken black on the left) and ENSO (broken
gray on the right). The lag is in months, and since the autocorrelation
function is symmetric with respect to lag, only one side is shown
(negative lags for NAO, positive lags for ENSO). Some useful ex-
ponential curves are superimposed as continuous lines.

FIG. 5. Wind speed anomaly | w | 9 (in m s21) over the NTA region
associated with the seasonally varying NAO (black) and ENSO (gray)
SLP indices. The value gives the typical change in wind speed as-
sociated with one std dev of the SLP index.

FIG. 6. As in Fig. 5 but for wind-induced changes in latent heat
flux (in W m22), i.e., typical values of G9 in (1).

ative ENSO years, consistent with the stronger north-
ward pressure gradient during these winters (Figs. 2, 3).
Only weak wind speed anomalies occur in JJA of pos-
itive NAO/negative ENSO years, reflecting the weak
anomalous SLP gradient found during that time (Figs.
2 and 3). The amplitude of the seasonal changes ranges
from .0.5 m s21 to essentially zero.

We then estimate the wind-induced change in latent
heat flux [i.e., G9 in Eq. (1)] associated with ENSOF9lat

and NAO SLP patterns, according to

]F9latG9 [ |w |9 5 L r C (q 2 q )|w |9, (2)y a E a s1 2]|w |9
T950

where Ly is the latent heat of vaporization, ra the air
density, CE 5 1.5 3 1023 a drag coefficient, qs the
saturation specific humidity at SST, and qa the specific
humidity 2 m above ground. All variables in (2) are
averaged over the NTA region and vary according to a
monthly climatology (denoted by an overbar)5 except
for | w | 9, which was estimated by linear regression (Fig.
5).

Figure 6 displays G9 for NAO (black) and ENSO
(gray), where, to make the comparison clear with Fig.
5, we now have reversed the sign of the NAO curve.
In so doing, it is seen that for all seasons, positive
ENSO/negative NAO conditions induce an anomalous
surface warming of the NTA region through changes in
surface wind speed. The phase of the seasonal variations
in G9 are very similar to that of | w | 9 (Fig. 5), with a
larger anomaly in DJF and very little variability during

5 Almost identical results are found if the product ( s 2 a) | w | 9q q
is first computed for each grid point and then all grid points of the
NTA region averaged together.

boreal summer and fall. Actually, Fig. 6 is almost un-
changed if one uses the annual average of s 2 a ratherq q
than its monthly value (not shown). One reason for this
is that the SST averaged over the NTA region has only
moderate seasonal mean variations (about 2–3 K). As-
suming a fixed relative humidity of 0.8 above the sea
surface, the seasonal variations in ( s 2 a) expectedq q
from the seasonal changes in SST, computed from the
Clausius–Clapeyron relationship, are only of order 15%.
Although they tend to damp the seasonal variations in
G9 [colder mean SST in JFM, warmer mean SST in
ASO—not shown), they are not sufficiently large to
make a difference in (2). Overall, Fig. 6 is a mirror
image of Fig. 5, and the seasonal variations in G9(from
.10 to 0–2 W m22) essentially reflect those of | w | 9
and a mean sensitivity ] /] | w | 9 . 220 W m22F9lat

(m s21)21.
We thus come to a very simple picture in which the
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seasonality in ENSO and NAO teleconnections drives
a seasonality in surface evaporation over the NTA re-
gion, which is that of the surface wind speed anomaly
and is not altered by the mean seasonal cycle. We now
investigate if this forcing alone can account for the sea-
sonal variations seen in NTA SST in Fig. 1.

3. Seasonal dependence of NTA SST variability

Let us rewrite (1) as

dT9
5 F9 2 lT9, (3)

dt

where l 5 g/rCph0 is an inverse oceanic damping time
scale (about 6 months for NTA SST; see CVM) and
F9 5 G9/rCph0. For a stochastic forcing F9 with an
annual cycle of variance, one expects that, if l is very
small (long damping time scale), T9 and F9 will be in
quadrature, meaning that the maximum in T9 variance
will lag that of F9 by 12/4 5 3 months. On the other
hand, if l is very strong (short damping time scale),
then F9 . lT9 and T9 and F9 should have the same
annual cycle in both amplitude and phase.

To assess which regime is relevant to the north trop-
ical Atlantic region, we have solved (3) for a forcing
F9 with autocovariance at a lag t given by (brackets
denote an ensemble average)

2 2n | t |^F9(t)F9(t 1 t)& 5 s e (1 1 a cosv t).a (4)

This choice is motivated by section 2 and is to be taken
as the simplest stochastic model for both NAO and
ENSO forcings, including an inverse decorrelation time
scale n and a variance being a function of season. The
seasonal dependence is represented by a single harmonic
at the annual pulsation va with a relative amplitude a
. 1, as suggested in Fig. 6. The parameter s 2 measures
the annual mean variance of the forcing. Note that be-
cause the model (3) is linear, we decompose the NTA
SST anomaly response T9 as a sum of the separate re-
sponse to ENSO ( ) and NAO ( ) forcings ( andT9 T9 F91 2 1

, respectively, with parameters a1, a2, n1, n2, s1, s2)F92
satisfying d /dt 5 2 l and d /dt 5 2T9 F9 T9 T9 F91 1 1 2 2

l . Since NAO and ENSO are essentially independentT92
modes of variability, ^T9(t)T9(t 1 t)& 5 ^ (t) (t 1 t)&T9 T91 1

1 ^ (t) (t 1 t)&.T9 T92 2

The choice of inverse decorrelation time scales n1, n2

requires further discussion. It was shown in section 2a
that the temporal behavior of the NAO teleconnection
over the tropical Atlantic can be reasonably simulated
by taking . 3 weeks. That of the ENSO telecon-21n 2

nection showed more complexity, as for instance a de-
pendence of n on the season, which is not modeled by
(4). Since, however, the ENSO teleconnection over the
NTA has only a very weak impact on surface evapo-
ration in the summer (Fig. 6) and behaves very similarly
to the NAO teleconnection during winter, a simple
choice for n1 is to take 5 5 n21 5 3 weeks.21 21n n1 2

As mentioned in section 2a, the precise estimation of n

would require daily data, and a choice of 3 weeks is to
be taken just as a placeholder. As shown in the appendix,
the model prediction is not sensitive to the particular
choice of n, as long as it remains short compared to the
annual period.

The computation of the SST autocovariance from (3)
and (4) is tedious and left to the appendix. Nevertheless,
a useful approximation to the full solution can be found
by considering the limit in which the ENSO and NAO
decorrelation time scale n21 is short compared to both
the annual cycle and the SST damping time scale. If
one further uses the same parameters for ENSO and
NAO [i.e., (i) same temporal phase, (ii) a1 5 a2 5 a,
(iii) s1 5 s2 5 s—all suggested in Fig. 6], a prediction
for the SST variance reads

22s (2l/v )a^T9(t)T9(t 1 t)& . 1 1 a
2[ln 1 1 (2l/v )a

2l
3 cosv t 1 sinv t .a a1 2]va

(5)

Equation (5) shows that the relative amplitude and phase
of the annual cycle of SST variance is controlled by
one single parameter, the ratio R of annual period and
SST damping time scale:

2l
R [ . (6)

va

When R k 1, one recovers the result that T9 and F9
have the same annual cycle of variance in phase and
relative amplitude, the SST variance behaving like 1 1
a cosvat. When R K 1, T9 and F9 are in phase quad-
rature (3-month lag) and the relative amplitude of the
seasonal cycle in T9 becomes very weak, the SST var-
iance behaving like 1 1 Ra sinvat. In this regime, the
persistence time of the SST anomaly (l21) is so much
longer than a year that the seasonality of the stochastic
forcing amplitude makes no difference.

Figure 7 illustrates the approximate and full solution
for SST (dashed and continuous black curves, respec-
tively), to which is superimposed the annual cycle of
the forcing, that is, F9 (gray). To produce these, param-
eters were set to a 5 0.95 and l21 5 6 months (R .
0.6). The phase of the forcing was set to reach a max-
imum in January. Note that for easier comparison with
Figs. 1 and 6, the standard deviation, not the variance,
is shown. All curves are nondimensional since, as in-
troduced in section 1, we focus on the relative changes
of SST anomaly amplitude between seasons.

A striking feature of the model prediction is that the
seasonal dependence of SST is significantly reduced
compared to that of the forcing. This is consistent with
observations, as Fig. 6 indicates O(1) magnitude chang-
es for , but Fig. 1 indicates only 30% changes inF9lat

NTA SST. This number is consistent with that predicted
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FIG. 7. Nondimensional std dev of the model forcing F9 (gray) and
SST anomaly as a function of calendar month (black curves; contin-
uous for the full prediction, dashed for the approximate solution).

by the model. In addition, we observe in Fig. 7 that the
maximum (minimum) SST anomaly amplitude is found
about 2 months after that of the forcing, that is, in
March–April (September–October). Again, this is in
good agreement with Fig. 1. Both of these results (phase
and amplitude of the seasonality) reflect that the damp-
ing time scale of the SST anomaly is close to the annual
period, so the regime relevant to the tropical Atlantic
is an intermediate one, that in which R . 1.

4. Discussion

The zero-order model (1) contains other sources of
seasonal dependence than simply that of the forcing G9.
Indeed, both the mixed layer depth h0 and the sensitivity
of latent heat flux to SST g undergo seasonal variations.
The climatology of Levitus and Boyer (1994) indicates
that h0 reaches its maximum value (;50 m) in JFM and
its minimum value (;25 m) from June to October. The
seasonal variations in h0 (30%) are thus weaker than
those estimated for G9 (about 100%—see Fig. 6) but
are not insignificant. Since G9 has maximum (minimum)
strength in boreal winter (summer)—see Fig. 6—sea-
sonal variations in h0 tend to weaken the seasonality in
the overall forcing F9 5 G9/rCph0. This buffering effect
has actually been taken into account when constructing
Fig. 7 by setting the relative amplitude of F9 (gray
curve) to be about 30% smaller than observed (Fig. 6).

The seasonality in g is more difficult to estimate, but
Frankignoul and Kestenare (2002) suggest slightly
stronger g (;13 W m22 K21) in boreal winter and spring
and slightly weaker g (;9 W m22 K21) in boreal sum-
mer and fall. These variations (about 20%) are again
buffered by those of h0, yielding seasonal variations in
l of about 10% (dl/l 5 dh0/h0 2 dg/g . 0.3 2 0.2 5
0.1), thus of secondary importance compared to those
of G9. It is nevertheless a useful check to estimate, when
no seasonality in G9 is allowed, what is the seasonality

of l needed to reproduce the observations. Analytical
calculations are still possible but become even more
arduous [see Ruiz de Elvira and Lemke (1982) for the
case of white noise forcing G9], so we simply carried
out numerical simulations. Physically, one expects that
seasons when the damping rate is larger (smaller) will
be associated with weaker (stronger) SST anomaly, al-
lowing for some lag due to SST persistence. The nu-
merical experiments showed that to reproduce the ob-
served seasonal dependence of SST anomaly variance,
l needs to have seasonal variations of at least 50% and
needs to be weaker a few months before boreal spring
and stronger a few months before summer. This phasing
is roughly consistent with that associated with h0 (as-
suming the seasonal variations of h0 dominate those of
g, as suggested above) but the required amplitude
(.50%) is too strong compared to our estimate of
dl/l . 10%. This reinforces our conclusion that the
main source of seasonality in (1) is G9.

It needs to be emphasized that we have assumed that
the model (1) holds for each season, and this should be
justified. CVM made a careful analysis of the mixed
layer heat budget over the NTA region in boreal spring
and found clear indication that evaporation balances the
tendency term and dominates over changes in sensible
and radiative heating during that season. But what about
other seasons? Further analysis of the interannual var-
iability of sensible and radiative heating over the NTA
region confirmed the dominance of changes in evapo-
ration during seasons other than boreal spring (not
shown). Evaporation changes were found to be larger
than either sensible or radiative heating by a factor rang-
ing from 2–3 in JJA to 4 in DJF. No significant seasonal
dependence of the interannual variability of either sen-
sible or radiative heating could be found. This clearly
gives support for the use of (1) for all seasons and
emphasizes the dominant role of evaporation being re-
sponsible for the seasonality seen in NTA SST.

Finally, one remaining issue is whether, as we argued,
the changes in evaporation can solely be attributed to
local changes in wind speed and SST. Changes in hu-
midity of the atmospheric boundary layer could indeed
also play a role (e.g., Chiang and Sobel 2002), but they
could be incorporated into the model (1) through an
additional forcing term correlated with G9. Bulk-for-
mula estimates and the simple model developed in sec-
tion 3 seem, however, to suggest that this is not needed.

5. Conclusions

Despite its simplicity, the zero-order model (1) pro-
vides a plausible explanation for the observed fact that
NTA SST anomalies show largest (weakest) year-to-
year variations in boreal spring (early fall). The phase
and amplitude of this seasonality reflect primarily that
of the remote forcing by NAO and ENSO, but also the
strength of local ocean–atmosphere coupling. Indeed,
the relevant parameter of the model (1) is the ratio R
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FIG. A1. Contours of (a) A/a and (b) B/a as a function of the nondimensional parameters R (x axis, from 0 to 5) and P (y axis, from 0 to
10). The black box indicates the regime of parameters relevant to NTA SST variability.

of the annual period to the damping time scale of SST
anomaly, the latter being largely controlled by local air–
sea interactions for the NTA region (see CVM). Were
the coupling much weaker (shorter damping time scale,
R k 1), the relative amplitude of the seasonal cycle of
SST variance would be larger and would be in phase
with that of the NAO and ENSO forcing. Conversely,
if the coupling was much stronger (longer damping time
scale, R K 1), one would observe essentially no sea-
sonal dependence of SST variance upon the season.

It is emphasized that the validity of these results is
certainly restricted to north tropical Atlantic SST. It is
very likely that the interannual variability of the position
and strength of the Atlantic ITCZ is more sensitive to
the seasonality of local ocean–atmosphere coupling and
less sensitive to the seasonality of the remote forcing
(Chiang et al. 2002). This is currently under study.
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APPENDIX

Prediction of the SST Variance

The general solution of (3) is written as
t

2lt ls 2ltT9(t) 5 e F9(s)e ds 1 T9(t 5 0)e . (A1)E
2`

Since the variance (t) 5 ^T9(t)T9(t)& should not de-2s T

pend on the initial condition T9(t 5 0), it is only de-
termined by the contribution of the first term on the rhs
of (A1), namely,

2t

2 2lt lss (t) 5 e F9(s)e dsT E7 8[ ]
2`

t t

22lt l(s1r)5 e ^F9(r)F9(s)&e ds dr, (A2)E E
2` 2`

where the angle brackets denote an ensemble average.
Ruiz de Elvira and Lemke (1982) solved (A2) for a
white noise forcing ^F9(r)F9(s)& 5 d(r 2 s)(1 1 a
cosvas), but because of the month-to-month persistence
seen in Fig. 4, we want to solve instead for ^F9(r)F9(s)&
5 s 2e2n | r2s | (1 1 a cosvas), as in (4). Defining a new
variable z 5 s 2 r, Eq. (A2) is rewritten as

t t2r

2 2 22lts (t) 5 s e [1 1 a cosv (z 1 r)]T E E a

2` 2`

2n |z | l(z12r)3 e e dz dr, (A3)

which, after integrations over two subdomains (z # 0,
r # t) and (0 # z # t 2 r, r # t), reduces to

2s
2s (t) 5 (1 1 A cosv t 1 B sinv t), (A4)T a al(l 1 n)

where

2 2l(l 1 n) 2l 2nl 1 2l 2 vaA 5 a 1 and
2 2 2 2[ ]v 1 4l l 1 n v 1 (l 1 n)a a

(A5)

l(l 1 n) v v (n 1 3l)a aB 5 a 1 . (A6)
2 2 2 2[ ]v 1 4l l 1 n v 1 (l 1 n)a a

Defining the nondimensional parameters
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2l 2n P n
R [ , P [ , Q [ 5 , (A7)

v v R la a

one can rewrite A and B as

2R(R 1 P) 1 RP 1 R 2 2
A 5 a 1 and (A8)

2 2[ ]2(1 1 R ) 1 1 Q 4 1 (R 1 P)

RP 1 P 1 1.5R
B 5 a 1 . (A9)

2 2[ ]2(1 1 R ) R 1 P 4 1 (R 1 P)

Figures A1a,b display the amplitude factors A and B,
respectively, as a function of the inverse damping time
scale R (x axis) and the inverse decorrelation time scale
P (y axis). As discussed in the main text, the relevant
values for NTA SST are found using l21 . 6 months
and n21 . 3 weeks, that is, R . 0.6, P . 6, and Q .
10. This region of parameter is highlighted by a box in
Figs. A1a,b.

The general behavior of the curves is well described
by taking the asymptotic limit in which P k 1 and Q k
1; that is, when the decorrelation time scale of the forc-
ing is shorter than the annual period and the damping
time scale. In this limit,

2R R
A . a , B . a . (A10)

2 21 1 R 1 1 R

The last two equations indeed capture the dominance
of the in-phase response A for large R, and the slightly
greater value of the quadrature-phase response B for
0 # R # 1. The maximum value of B close to R 5 1
in Fig. A1b is also predicted by the above-simplified
expression. Equation (A10) was used to derive (5).

The asymptotic limit P k 1 and Q k 1, however,
cannot address the dependence of A and B upon the de-
correlation time scale n21. As seen in Fig. A1, this de-
pendence is very weak for A (Fig. A1a) but becomes
significant for B when both (R, P) . 1 (Fig. A1b, when
the contours become horizontal), that is, when both the
damping and the forcing decorrelation time scales are
close to the annual period. In this regime of parameters,
the sensitivity is such that the less (more) persistent the
forcing, the stronger (weaker) the quadrature response B.

Stochastic atmospheric forcing over the north tropical
Atlantic is persistent much less than a year (P . 6), so

the regime (R, P) . 1 is not relevant to the physical
situation studied here. This regime could however apply
to other subtropical regions and provide a model for the
oceanic forcing of SST anomalies through entrainment
of anomalous water from below the mixed layer, rather
than a model for atmospheric forcing. The stochastic
oceanic forcing would then be associated with the un-
dulation of isotherms in the upper thermocline, with a
typical time scale of a few years in the subtropics. The
seasonality would reflect that the communication be-
tween the mixed layer and the thermocline only occurs
when the mixed layer is deepening, typically from fall
to winter.
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