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Abstract We discuss here the energy deposition of solar FUV, EUV and X-ray photons, en-
ergetic auroral particles, and pickup ions. Photons and the photoelectrons that they produce
may interact with thermospheric neutral species producing dissociation, ionization, excita-
tion, and heating. The interaction of X-rays or keV electrons with atmospheric neutrals may
produce core-ionized species, which may decay by the production of characteristic X-rays
or Auger electrons. Energetic particles may precipitate into the atmosphere, and their colli-
sions with atmospheric particles also produce ionization, excitation, and heating, and auro-
ral emissions. Auroral energetic particles, like photoelectrons, interact with the atmospheric
species through discrete collisions that produce ionization, excitation, and heating of the
ambient electron population. Auroral particles are, however, not restricted to the sunlit re-
gions. They originate outside the atmosphere and are more energetic than photoelectrons,
especially at magnetized planets. The spectroscopic analysis of auroral emissions is dis-
cussed here, along with its relevance to precipitating particle diagnostics. Atmospheres can
also be modified by the energy deposited by the incident pickup ions with energies of eV’s to
MeV’s; these particles may be of solar wind origin, or from a magnetospheric plasma. When
the modeling of the energy deposition of the plasma is calculated, the subsequent modeling
of the atmospheric processes, such as chemistry, emission, and the fate of hot recoil particles
produced is roughly independent of the exciting radiation. However, calculating the spatial
distribution of the energy deposition versus depth into the atmosphere produced by an in-
cident plasma is much more complex than is the calculation of the solar excitation profile.
Here, the nature of the energy deposition processes by the incident plasma are described as
is the fate of the hot recoil particles produced by exothermic chemistry and by knock-on
collisions by the incident ions.
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1 Introduction

The source for nearly all atmospheric processes is ultimately the interaction of solar photons
and energetic particles of solar or magnetospheric origin with the atmosphere. We discuss
first the energy deposition of solar FUV, EUV and X-ray photons. These photons and the
photoelectrons that they produce may interact with thermospheric neutral species producing
dissociation, ionization, excitation, and heating. The interaction of X-rays or keV electrons
with atmospheric neutrals may produce ejection of inner shell electrons. The resulting core-
ionized species may decay by the production of characteristic X-rays or Auger electrons.

Energetic particles may precipitate into the atmosphere, producing auroral emissions.
Auroral energetic particles, like photoelectrons, interact with the atmospheric species
through collisions that produce ionization, excitation, and heating of the ambient electron
population. Auroral particles are, however, not restricted to the sunlit regions. They origi-
nate outside the atmosphere and are more energetic than photoelectrons, especially at the
magnetized planets. Their spectral shape is very different from those of photoelectrons. The
focus here is on the spectroscopic analysis of auroral emissions, their relevance to precipi-
tating particle diagnostics, and the similarities and differences of such an approach applied
to different planetary atmospheres.

Neutral atmospheres and ionospheres can be affected by coupling to an external plasma,
such as the solar wind or a magnetospheric plasma. Therefore, in addition to being modified
by the solar photon flux they can be modified by the energy deposited by the incident plasma
ions and electrons. This flux might be associated with the solar wind plasma or, for satellites
orbiting in a planet’s magnetosphere, a trapped, magnetospheric plasma. The energy range
of the incident ions and electrons can be large, extending from eV’s to many MeV’s. When
the energy deposition by the plasma can be calculated, then the subsequent modeling of the
atmospheric processes, which is discussed in a number of associated reviews in this issue,
is roughly independent of the exciting radiation. This is the case both for the quasi-thermal
chemistry and the emission processes, but is also the case for the fate of the hot recoil
particles produced by the incident ions or by exothermic chemistry. However, calculating
the spatial distribution of the energy deposition versus depth into the atmosphere produced
by an incident plasma is much more complex than is the calculation of the solar excitation
profile, as discussed briefly below, but in detail by Ledvina et al. (2008). The complexity
is due not only to the feedback processes that control the interaction of an ionized upper
atmosphere with the ambient fields, but also because of the flux of locally produced pick-up
ions. In this paper, the nature of the energy deposition processes by the incident plasma are
described as is the fate of the hot recoils produced by exothermic chemistry and by knock-
on collisions by the incident ions. This involves not only describing the molecular physics
initiated by the incident radiations but also the transport process that occurs in the energized
regions of the atmosphere.
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2 Solar Photon and Photoelectron Energy Deposition

Most of the solar energy flux is in the visible and infrared regions of the spectrum, which
are characterized by photons with wavelengths in the range ∼ 4000−50,000 Å. The photons
in the visible (4000−8000 Å) and near ultraviolet (NUV) (∼ 2000−4000 Å) region of the
solar spectrum arise from the photosphere, which is characterized approximately by a black-
body spectrum with a temperature of ∼ 6000 K. Solar photons with wavelengths in the far
ultraviolet (FUV) (∼ 1000−2000 Å) and the extreme ultraviolet (EUV) (∼ 100−1000 Å),
originate in the chromosphere and the transition region to the corona, where the tempera-
tures are in the range 104−106 K. Soft X-rays (∼ 10−100 Å) arise from the solar corona.
Some authors refer to an XUV region, which comprises the wavelength range of about from
about 10 to 250 Å (e.g., Solomon et al. 2001). Harder X-rays (1 < λ < 10 Å), which arise
from solar active regions, are absorbed in the mesosphere and the mesosphere/thermosphere
boundary. Only about 2% of the solar energy flux is carried by photons in the ultraviolet
and X-ray regions of the spectrum. The regions of the solar spectrum that are absorbed
in the thermospheres and upper mesospheres of the planets are generally characterized by
wavelengths less than 2000 Å.

2.1 Photoabsorption and Scattering of Visible Photons

In the visible portion of the spectrum, the photoabsorption cross sections for the major at-
mospheric species at high altitudes in solar system bodies are negligible. Exceptions to
this generalization include some trace species, such as ozone, which absorbs weakly in the
Chappuis bands from ∼ 4500−8500 Å in the terrestrial and Martian atmospheres. Some
hydrocarbon radicals, which may be found in small abundances in the middle atmospheres
of the outer planets, theoretically may undergo photodissociation in the visible region to
produce an energetic H atom, such as C2H5 + hν → C2H4 + H, for which the threshold
dissociation energy (DE) is 1.65 eV (7535 Å) (e.g., Gilbert et al. 1999) and the 2-propyl
radical C3H7 + hν → C3H6 + H for which the DE is 1.536 eV (8071.9 Å) (e.g., Noller and
Fischer 2007). Visible photons therefore either penetrate to the surfaces or are scattered by
cloud and haze particles on all the planets and satellites that have significant atmospheres.

The surface of the Earth is only partially obscured by water and water-ice clouds, which
cover about 40% of the planet. On Mars, visible photons are partly attenuated by highly
temporally and spatially variable airborne dust (e.g., Kahn et al. 1992) and water-ice hazes,
such as the those that surround the poles during winter, and those that form during the
afternoon over the Tharsis and Elysium uplands (e.g., Jakosky and Haberle 1992; Zurek et
al. 1992).

On Venus, Titan and Triton, layers of clouds and hazes scatter visible photons and pre-
vent them from penetrating to the surface. On Venus, the multi-layered cloud deck, which
is composed of mostly sulfuric acid particles, water ices, and chlorine-containing species,
extends from about 45 to 65 km. In the lower cloud layer there is evidence for a phosphorus-
containing species such as phosphoric acid (H3PO4). Haze layers form above and below the
main cloud layers (e.g., Esposito et al. 1983; Prinn 1985; Chamberlain and Hunten 1987;
Esposito et al. 1997; de Pater and Lissauer 2001).

The ubiquitous hazes on Titan are probably composed of C2 and higher hydrocar-
bons and large nitriles. Nitriles are organic species containing a triple CN bond, such
as HCN (hydrogen cyanide), HC3N (cyanoacetylene), CH3CN (methyl cyanide) or C2N2

(cyanogen). These species are formed by ionizing and dissociating interactions of ul-
traviolet photons or energetic electrons with the major constituents CH4 and N2, fol-
lowed by a rich and complicated photochemistry. The Titan surface is completely ob-
scured by yellow-orange haze particles that are probably composed of tholins, which are
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nitrogen-rich organic compounds or polymers. The haze particles are believed to contain
a solid organic core (e.g., Baines et al. 1995; Israel et al. 2005; Tomasko et al. 2005;
Lavvas et al. 2008). The cold surface of Triton, the temperature of which is of the order
of 40 K, is also obscured partly by hazes that are probably composed of condensed hydro-
carbons, and partly by patchy clouds of condensed N2 (e.g., Gurrola et al. 1992; Stevens et
al. 1992; Yelle et al. 1995).

The middle atmospheres of Jupiter and Saturn are characterized by various aerosols,
hazes and multiple cloud layers that scatter visible radiation and limit its penetration to
the lower atmospheres (e.g., Atreya et al. 1999; Moses 2000; West et al. 2004; Kim et al.
2006). Although NH3 is an important minor component of the lower atmospheres of these
planets (e.g., (Taylor et al. 2004); de Pater and Massie 1985; de Pater and Lissauer 2001),
ammonia and NH4SH condense to form cloud layers in the tropospheres of Jupiter and on
Saturn. At higher altitudes, in the stratospheres of these planets, hydrocarbon haze layers are
also present (e.g., Moses 2000; Kim et al. 2006). In the colder atmospheres of Uranus and
Neptune, photochemical hydrocarbon hazes and ices may form in the stratospheres (e.g.,
Moses et al. 1992), and methane ices probably form tropospheric clouds (e.g., Baines et al.
1995).

2.2 Absorption of Ultraviolet Photons

The major thermospheric species of the terrestrial planets with oxidizing atmospheres
(Venus, Earth and Mars) include O2, N2, CO2, and Ar, with small admixtures of He,
H2, and the photolysis products, O, N, NO, CO and H. CO2 is the major species in the
lower thermospheres of Mars and Venus, but is a minor species in the terrestrial ther-
mosphere. Although CO2 condenses onto the surface of Mars none of the major or mi-
nor species condenses in the thermospheres of the planets, which are heated by EUV
and FUV radiation (e.g., Roble et al. 1987; Fox and Dalgarno 1979, 1981; Fox 1988;
Fox et al. 1995).

In the reducing thermospheres of the outer planets (Jupiter, Saturn, Neptune and Uranus),
H2, He, H, CH4 and its photolysis products, CH3, CH2, and CH, along with photochemically
produced higher hydrocarbons, are the dominant constituents (Gladstone et al. 1996; Yelle
and Miller 2002).

The atmospheres of Titan and Triton are composed mostly N2 and are of intermediate
oxidation state; the thermospheres also contain small amounts of CH4, H2, and small radical
species formed by chemistry initiated by photon or energetic electron impact, such as N,
C and H. The abundances of C2H2, C2H6, C2H4, higher hydrocarbons, and nitriles such as
HCN and HC3N, and CH3CN are significant in the lower thermospheres and the middle
atmospheres (e.g., Krasnopolsky et al. 1993; Krasnopolsky and Cruikshank 1995; Keller et
al. 1992; Marten et al. 2002; Yelle et al. 2006).

The photoabsorption cross sections for the small molecules and atoms that make
up planetary thermospheres maximize in the extreme ultraviolet (EUV), with values of
∼ 10−17−10−15 cm2, and optical depth unity is reached for column densities in the range
(1−100) × 1015 cm−2. Therefore, any solar system body with a substantial atmosphere has
a thermosphere and an ionosphere.

We here limit our discussion to the effects of absorption of FUV, EUV and soft X-ray
photons. We specifically ignore the effects of the absorption of solar near infrared photons,
which, however, play an important role in heating the lower thermospheres of the planets
(e.g., Bougher et al. 1990; López-Valverde et al. 1998; Roldán et al. 2000; Bougher et al.
2008).
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The absorption of photons in the far UV, EUV, and soft X-ray regions of the spec-
trum may lead to dissociation, ionization, or, in some cases, fluorescence of thermospheric
species. The rate of absorption of photons that are characterized by wavelength λ at altitude
z, qa

λ (z), is given by

qa
λ (z) = Fλ(z)σ

a
λ n(z) (1)

where σa
λ is the absorption cross section, n(z) is the local number density, Fλ(z) =

F∞
λ exp(−τλ(z)) is the local solar photon flux, and F∞

λ is the photon flux at the top of
the atmosphere. The optical depth in a plane parallel atmosphere at altitude z is τλ(z,χ) =∫ ∞

z
σ a

λ n(z′) sec(χ)dz′, where χ is the solar zenith angle. It can be easily shown that the
maximum absorption rate in such an atmosphere for solar zenith angle χ is found at the
altitude at which τλ(χ) is unity. In order to compute the total photoabsorption rate, (1) must
of course be integrated over all wavelengths. In any realistic multi-constituent atmosphere,
the rate of photoabsorption must also be summed over all major species.

The column density above an altitude z is defined as N(z) = ∫ ∞
z

n(z′)dz′. Note that here
we have denoted the local number density n(z), and we have reserved N(z) to indicate the
column density. For an atmosphere in hydrostatic equilibrium, the variation of pressure P

with altitude is given by

dP (z)

dz
= −ρ(z)g(z) (2)

where the ρ(z) is the mass density and g(z) is the acceleration of gravity.
In the following equations, most of the variables are altitude dependent, but for the pur-

pose of compactness, we have suppressed the variable z. The pressure P at a given altitude
is just the force (or weight) per unit area of the atmosphere above that altitude, which is
simply given by P = Nmag. The pressure can also be expressed by the ideal gas law:

P = nkT = Nmag (3)

where k is Boltzmann’s constant. Combining the ideal gas law with the definition of
ρ = nma , where ma is the average mass of the atmospheric constituents, we can derive
an expression for the mass density, ρ = (Pma/kT ). Substituting this expression into (2)
and rearranging, we obtain

dP/P = −mag

kT
dz = −1/Hp, (4)

where the pressure scale height Hp is defined as kT /mg. Equation (4) can be integrated to
give the barometric formula

P = P0 exp

(

−
∫ z

z0

1/Hp

)

. (5)

In this equation, the subscript 0 indicates an arbitrary reference level.
Equations (3) can be rearranged to give a simple expression for the vertical column den-

sity

N = n
kT

mag
= nHp. (6)

This rather general expression is valid if we assume that the acceleration of gravity and ma

are constant; these assumptions are valid over altitude ranges of the order of a scale height in
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the mixed region of the atmosphere, that is, below the homopause. For χ �= 0, the altitude
of unit optical depth occurs where the column density along the line of sight to the sun
N(χ) = N(0) sec(χ) is the inverse of the absorption cross section, i.e., N(χ) = σa

−1. The
photon fluxes F∞

λ at the top of the atmosphere depend on the distance of the planet from the
Sun at a given place in its orbit, solar activity (usually as measured by a suitable proxy), and
the solar flux model that is used.

2.3 Solar Flux Models

Among the early versions of the solar spectra used in modeling are those of Hinteregger
et al. (e.g., 1981), which were based on measurements of the EUVS experiment on the
Atmosphere Explorer satellites. The measurements were normalized and extended outside
the wavelength range of the satellite measurements, 142–1850 Å using data from rocket
experiments (e.g., Heroux and Hinteregger 1978). Often the solar flux models are denoted
by the last two digits of the year and the 3 digit ordinal day of year that they apply to, such
as 74113, 76200 (which is also known as SC#21REFW, the successor to the F76REF), and
79050. The first two spectra pertain to low solar activities and the latter to high solar activity
of solar cycle 21. In “Hinteregger-style” spectra, the solar fluxes are given at 1 Å resolution
in the continua, and as delta functions at the central wavelength of the strong solar lines,
for a total of more than 1800 wavelengths from 18 to 2000 Å. Sometimes larger spectral
ranges are used, for a total of 37 intervals from 50 to 1050 Å (e.g., Torr et al. 1979). The
Hinteregger spectra are also known as the SERF1 solar flux models (e.g., Tobiska 1991).

More recently, the solar fluxes that have been used in thermosphere/ionosphere modeling
have been derived from the SOLAR 2000 (S2K) models of Tobiska (e.g., Tobiska 2004; To-
biska and Bouwer 2006). The S2K v2.2x spectra are normalized to the measurements from
the Solar EUV Experiment (SEE) on the Thermosphere Ionosphere Mesosphere Energetics
and Dynamics (TIMED) spacecraft. The SEE instrument has measured solar irradiances in
the range 1 to 1940 Å in 10 Å intervals from 2002 to the present. (e.g., Woods et al. 2005;
see also the instrument website at lasp.colorado.edu/see). Other commonly used models in-
clude the S2K v1.24 spectra, which are normalized to the data from the Student Nitric Oxide
Explorer (SNOE) spacecraft (e.g., Bailey et al. 2000). The latter spectra yield larger peak
electron densities that are in better agreement with the measured electron density profiles
for Mars and Venus. In Fig. 1a, we present the photon fluxes of the S2K 2.22 model for day
76200 (low solar activity) from 18 to 2000 Å; in Fig. 1b, we show the ratio of the S2K 2.22
photon fluxes to those of the S2K v1.24 spectrum over the range 18 to 1100 Å.

2.4 Chapman Layer Theory

The interaction of photons with atmospheres was first described in a simple but insightful
way by Chapman (1931a). The details of Chapman layer theory have been described in
many textbooks (e.g., Rishbeth and Garriott 1969; Bauer 1973; Banks and Kockarts 1973;
Schunk and Nagy 2000; Bauer and Lammer 2004), and will not be repeated here. Although
a Chapman layer need not be an ion/electron layer, we will confine ourselves to a brief
presentation of the salient features and most important equations for ionospheric ion and
electron density profiles.

In Chapman layer theory for ions, the thermosphere is assumed to be composed of one
molecular constituent, XY, which is ionized by the absorption of monochromatic solar pho-
tons

XY + hν → XY+ + e. (7)
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Fig. 1 (a) Photon fluxes from 18
to 2000 Å for the 76200 S2K
v2.22 solar flux model of Tobiska
(2004). (b) Ratio of S2K 2.22
v1.24 photon fluxes to the S2K
2.22 photon fluxes from 18 to
1100 Å

The ion XY+ is destroyed locally by dissociative recombination with a rate coefficient αdr :

XY+ + e → X + Y. (8)

The production rate of XY+ by photoionization is given by a general equation similar to that
for photoabsorption above (see (1)):

qi = Fσ inXY , (9)
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where nXY is again the number density of the neutral molecule XY, and σ i is the ionization
cross section. The loss rate for dissociative recombination is given by L = αDRnine , where
ni is the ion density, which, because of charge neutrality, is equal to ne , the electron den-
sity. In Chapman theory photochemical equilibrium (PCE) is assumed, which means that at
steady-state, the photochemical production and loss rates are equal. The electron and ion
densities are given by

ne = ni =
[

Fσ inXY

αdr

]1/2

. (10)

In Chapman theory the temperature T and mass of XY are assumed to be constant; fur-
thermore, if the altitude dependence of the acceleration of gravity g is ignored, Hp = kT /mg

is a constant and the barometric formula (5) can be expressed in terms of the number den-
sity nXY (z) = n0

XY exp(−z/H), where n0
XY is the number density at an arbitrary reference

altitude, which may be defined as z = 0. Under these conditions the pressure and number
density scale heights are equal. If the production rate of ions in a Chapman layer for solar
zenith angle (χ ) is given by (9), and the maximum ionization rate occurs at z = 0 where
τ = 1:

qi
max,χ = F∞

e

σ i

σ aH secχ
= qi

max,0

secχ
, (11)

The ionization rate qi
χ at altitude z can be expressed in terms of the maximum ionization

rate for overhead sun as

qi
χ (z) = qi

max,0 exp

[

1 − z

H
− secχe−z/H

]

. (12)

Combining (10) and (12), the ion density profile in Chapman theory for a plane parallel
atmosphere is given by

ni(z) =
[

qi(z)

αdr

]1/2

=
[

qi
max,0

αdr

]1/2

exp

[
1

2
− z

2H
− 1

2
secχe−z/H

]

, (13)

and the maximum ion or electron density as a function of solar zenith angle is then

ni
max,χ = ni

max,0(cosχ)0.5. (14)

The mathematically elegant theory described above is confined to the plane parallel ap-
proximation, which becomes increasingly invalid as the terminator is approached. For near
terminator region, the sphericity of the atmosphere must be taken into account. In these
cases, secχ is often replaced by the Chapman Function, Ch(x,χ), where x = R/Hn, R is
the distance from the center of the planet, and Hn is the (constant) neutral scale height. The
Chapman Function, which is the ratio of the number density along the line of sight to the
Sun in spherical geometry to the vertical column density, has been approximated by various
combinations of analytical functions (e.g., Chapman 1931b; Rishbeth and Garriott 1969;
Smith and Smith 1972; Bauer 1973). Huestis (2001) has reviewed the various approxima-
tions, and described a new analytical evaluation of the Chapman function that is accurate for
a large range of χ and for small values of x. Since the advent of fast computers, however,
the use of the Chapman function has become unnecessary.
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Fig. 2 Altitude of optical depth
unity for a low solar activity
model of Mars for 0, 60 and 90°
SZA

It is fairly easy to compute the optical depth τ(λ, z,χ) along the line of sight to the Sun in
spherical geometry numerically, as described, for example by Rees (1989). For solar zenith
angles χ less than 90°,

τ(λ, z,χ) =
∑

j

∫ ∞

z

nj (z
′)σ a

j (λ)

[

1 −
(

R + z

R + z′

)2

sin2 χ

]−0.5

dz′, (15)

where R is the planetary radius, and the sum over species j is shown explicitly. For χ greater
than 90°, the optical depth can be computed as

τ(λ, z,χ) =
∑

j

{

2
∫ ∞

zs

nj (z
′)σ a

j (λ)

[

1 −
(

R + zs

R + z′

)2

sin2 90◦
]−0.5

dz′

−
∫ ∞

z

nj (z
′)σ a

j (λ)

[

1 −
(

R + z

R + z′

)2

sin2 χ

]−0.5

dz′
}

(16)

where zs is the tangent altitude. It is of course unnecessary to include the sin2 90o = 1 factor
explicitly in the first term on the right of (16), but we include it here in order to clarify the
origin of the formula for the optical depth as twice the total horizontal optical depth along
the line of sight to the sun minus that beyond the solar zenith angle χ .

Figure 2 shows optical depth unity as a function of wavelength from the soft X-ray region
to the mid FUV region for a low solar activity model of Mars for solar zenith angles 0, 60
and 90°. There is a small increase in the penetration depth as the solar zenith angle increases
from 0 to 60°, but a somewhat larger increase occurs from 60 to 90° SZA.

Because of the simplifying assumptions built into the Chapman layer theory, there is
no reason to believe that real ionospheric profiles are even quasi-Chapman. Although ther-
mospheric temperatures approach a constant value, T∞, at high altitudes in stationary at-
mospheres, thermospheric temperatures increase rapidly near and above the ion peak, where
much of the solar energy is deposited.
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Table 1 Ionization potentials (IP ) of Some Species of relevance to Planetary Atmospheresa. Units are eV

High IP Medium IP Ionized by Ly α

Species IP Species IP Species IP

He 24.59 H2O 12.61 C4H2 10.18

Ne 21.56 CH4 12.51 NH3 10.16

Ar 15.76 SO2 12.32 CH3 9.84

N2 15.58 CH3CN 12.194 C3H6 9.73

H2 15.43 O2 12.07 NO 9.264

N 14.53 HC3N 11.64 C6H6 9.246

CO 14.01 C2H6 11.52 Si 8.152

CO2 13.77 C2H2 11.40 C2H5 8.13

O 13.618 C 11.26 HCO 8.10

H 13.598 C3H8 10.95 C3H7 8.09

HCN 13.60 CH 10.64 Fe 7.87

OH 13.00 C2H4 10.51 Mg 7.65

H2S 10.45 trans-HCNH 7.0b

CH2 10.4 cis-HCNH 6.8b

S 10.35 Ca 6.11

Na 5.139

aComputed with data from Lias et al. (1988), except as noted

bFrom Nesbitt et al. (1991)

Thermospheres also have multiple neutral constituents, and ionospheres are composed
of many ions; they are not in PCE at high altitudes. In fact, the largest peaks on the Earth
and outer planets are composed of atomic ions O+ and H+, respectively, and are F2 peaks
(e.g., Banks and Kockarts 1973; Hinson et al. 1998; Waite and Cravens 1987). F2 peaks are
formed where the time constant for loss by chemical reactions, τc = 1/L, where L = L/n

is the specific loss rate, is equal to the time constant for diffusion, τd = H 2/D, where D is
the ambipolar diffusion coefficient. Thus PCE breaks down as the F2 peaks are approached
from below.

In addition, the ionizing fluxes are not monochromatic, but cover a range from the ion-
ization potentials of the species to the soft X-ray region of the solar spectrum. Ionization
potentials of the common atmospheric species in the atmospheres of the planets are shown
in Table 1. The photoionization cross sections, σ i(λ, j) and the photoabsorption cross sec-
tions σa(λ, j) are functions of wavelength λ and are species dependent. The dissociative
recombination coefficient αdr depends on the identity of the ion and has a dependence on
the electron temperature that is usually expressed as (300/Te)

b . In this formula, the expo-
nent b has a theoretical value of 0.5, but is found experimentally to be in the range 0.2−0.7,
and may itself be temperature dependent. Most important, ionization by solar photons is
supplemented by that of photoelectrons, which in general deposit their maximum energy
below that of photons.

On the topsides, the ion and electron density profiles are determined to varying extents by
the electron (Te) and ion (Ti ) temperatures which are equal to the neutral temperatures only
in the lower ionosphere where collision rates between neutrals, ions and electrons are high.
The plasma temperatures are larger than Tn at higher altitudes. Some examples of neutral,
ion and electron temperature profiles are given in Fig. 3 of Witasse et al. (2008).
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Fig. 3 Altitude profiles of total
neutral densities for models
based on Chapman profiles and a
realistic profile from a model of
Mars. The Chapman neutral
model profile consists of pure
CO2, while the realistic model
profile is made up of 12 neutral
species. It is clear that the scale
height increases with altitude in
the realistic model. This is a
result of increasing neutral
temperatures, and increased
abundances of lighter species

Fig. 4 Ion production rates for
the models shown in Fig. 3.
Neither the topside nor the
bottomsides of the Chapman
profiles fit the model profiles

In order to compare Chapman profiles with detailed, realistic numerical models, we have
constructed a 60° SZA low solar activity model of the Martian thermosphere/ionosphere
similar to those of Fox (2004). In order to fit the Chapman profile, we have determined the
CO2 number density profile for which the ionospheric peak magnitude and altitude repro-
duce the F1 peak of the realistic model. This CO2 profile is compared to the total neutral
number density profile of the realistic model in Fig. 3. The resulting ionization profile from
100 to 320 km for the realistic model is presented in Fig. 4 where it is compared with that of
the Chapman layer production profile. It is obvious that the realistic ionization profile does
not fit the Chapman model at either low or high altitudes. At high altitudes the temperature
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increases above that at the peak, and the abundance of light atoms increase. This results
in an increasing neutral scale height above the peak, rather than a constant scale height as
required by Chapman theory.

Photoionization of the various atmospheric species by EUV photons occurs over a broad
wavelength range, which in turn causes broadening of the upper F1 electron density peak.
The major mechanism for production of ions in this region is absorption of EUV photons.
In fact, this is how we define the F1 peak here (Banks and Kockarts 1973; Bauer 1973;
Bauer and Lammer 2004). Other workers have defined it differently. The photoelectrons
produced near the F1 peak may cause further ionization. The maximum in the ion produc-
tion rate profile for photoelectrons is slightly below that of photons in the F1 region. Solar
soft X-rays penetrate to lower altitudes in the thermosphere, and produce very high energy
photoelectrons. These photoelectrons may produce multiple ionizations at altitudes below
the lower E-region peak in the photoionization profile. For example, in a high solar activity
model of the Martian ionosphere, the average energy of the photoelectrons produced near
the F1 peak at 135 km is 25.1 eV, and that near the E peak at 117 km is 161 eV.

In fact, ionization at the lower (E-region) peak is caused mainly by impact of photoelec-
trons and secondary electrons:

CO2 + e∗ → CO+
2 + e∗ + e, (17a)

CO2 + e∗ → CO+ + O + e∗ + e, (17b)

CO2 + e∗ → O+ + CO + e∗ + e, (17c)

where the asterisk denotes an electron with enough energy to potentially produce further
ionization. Equations (17b) and (17c) illustrate dissociative ionization of CO2, which is the
main source of the fragment ions O+ and CO+ ions at the E-region peak. A comparison of
the sources of ionization caused by photons and photoelectrons is shown in Figs. 5a and 5b.

The model electron density profile between the altitudes of 100 and 320 km is compared
to that of a Chapman layer in Fig. 6. It is easily seen that the model profile and the Chapman
layer are very different both above and below the peak. The Chapman layer is characterized
by a constant scale height above the peak, and the electron densities fall off rapidly below
the peak. The model electron densities are, however, larger and are characterized by scale
heights that vary above the peak. Above about 180 km the scale height increases rapidly,
so that near the 300 km, the difference in densities is nearly 3 orders of magnitude. The
ion number density scale height Hi

n differs from the plasma pressure scale height Hi
p =

kTp/(mig), where mi is the ion mass and Tp = Ti + Te is the plasma temperature according
to the equation

1

Hi
n

= 1

Hi
p

+ 1

Tp

dTp

dz
. (18)

At high altitudes where the plasma temperatures increase rapidly in the model, the second
term on the right becomes larger than the first, and all the ions are characterized by the same
scale height. In addition, PCE breaks down for O+

2 in the Mars models above an altitude of
about ∼ 184 km at low solar activity and near ∼ 216 km at high solar activity.

As Fig. 6 illustrates, in the region below the F1 peak, where the Martian ion production
rate is dominated by absorption of soft X-rays and the concomitant ionization by high energy
photoelectrons and secondary electrons, the model densities are much larger than those of
the single Chapman layer model, in which the ionizing photons are monochromatic. The
total electron content (TEC) of the model is ∼ 4.9 × 1011 cm−2, whereas the TEC for the
Chapman profile is 2.7 × 1011 cm−2, which is smaller by almost a factor of two.
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(a)

(b)

Fig. 5 Computed ionization rate profiles from 80 to 300 km for 7 ions for a high solar activity 60° SZA
model of Mars. (a) Production rates by photoionization. (b) Production rates by energetic photoelectron and
secondary electron impact. Near the F1 peak, the ionization is mostly by EUV photons. Near the E-region
peak, however, ionization by very energetic photoelectrons and further electrons produced by electron impact
ionization dominate
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Fig. 6 Total ion or electron
density profiles for the Chapman
model and the realistic 60° SZA
Mars models. These densities
correspond to the neutral density
profiles and production rates in
Figs. 3 and 4. The total electron
contents (TEC) are compared

2.5 Photodissociation

Photodissociation is a major source of thermal, and translationally or electronically excited
atoms and small fragments in the thermospheres and mesospheres of the planets. Photodis-
sociation can be represented as

XY + hν → X + Y, (19)

where XY is a molecule, X and Y are fragments; the rate of dissociation, qd , can theoreti-
cally be determined similarly to that of ionization (see (9))

qd
λ = Fλσ

d
λ nXY , (20)

where σd
λ is the wavelength dependent photodissociation cross section, and nXY is the num-

ber density of the molecule. As always, qd , F and nXY are functions of altitude. To a first
approximation, the photoabsorption cross section is the sum of the photoionization and pho-
todissociation cross sections. To obtain the total photodissociation rate, qd

λ must be summed
over wavelengths in the solar spectrum from the photodissociation threshold to the point
where the photodissociation cross section is zero, that is, where photoabsorption cross sec-
tion is equal to the ionization cross section. For simple molecules, such as H2, N2, O2, CO,
and CO2, that wavelength is the range ∼600–750 Å (e.g., Berkowitz 2002). Model calcula-
tions of photodissociation rates in atmospheres may appear to be simple, but in practice, they
are complicated by several factors. Measured photoionization cross sections in the contin-
uum shortward of about 600 Å, where photodissociation does not compete with ionization
are fairly accurate. Immediately shortward of the photoionization threshold, however, the
photoabsorption cross sections usually are highly structured. In this region the photodis-
sociation cross sections are calculated as the difference between the photoabsorption cross
sections and the photoionization cross sections, which may be the difference between two
large numbers. In addition, if the photoionization and photoabsorption cross sections are not
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Fig. 7 Schematic representation
of the three major mechanisms
for photodissociation.
(1) Excitation to the continuum
of bound state (C) (2) Excitation
to the purely repulsive state (A).
Discrete excitation to a bound
state (C) that is predissociated by
a radiationless transition to the
repulsive state (B)

adopted from a single source, there is a large potential for error in the computation of the
photodissociation cross sections.

Longward of the photoionization threshold, the photoabsorption cross sections are usu-
ally taken to be equal to the photodissociation cross sections. In principle, the absorption
of some photons may lead directly to fluorescence, but the fraction is generally small. For
example, weak visible fluorescence in the wavelength range of 5500–7500 Å has been de-
tected in the photoabsorption of O2 at 1162 Å by Lee and Nee (2000), and provisionally
attributed to the O2 D3	+

u (v′ = 6) → C3
g(v
′′) transition.

Photodissociation can proceed via three possible mechanisms, which are illustrated
schematically in Fig. 7. Absorption of a photon may excite a molecule into the continuum of
an excited state (process 1), or to a purely repulsive state (process 2). The photodissociation
cross sections for both of these processes are fairly smooth as a function of wavelength,
and the photodissociation rates may usually be modeled with relatively low resolution cross
sections and solar fluxes, of the order of 0.5–1 Å. Alternatively, photons may be absorbed
into discrete excited states of the molecule, followed by predissociation (process 3). In order
to model the rates of photodissociation proceeding via this mechanism, the individual bands
must be resolved and the predissociation probabilities must be known. The photoabsorption
rate must be modeled using very high resolution (of the order of 10−3 Å) photodissocia-
tion cross sections and a similarly high resolution solar spectrum. In addition, the photoab-
sorption cross sections are usually temperature dependent, and therefore the cross sections
must be measured and calculations carried out at temperatures relevant to the part of the
atmosphere where the absorption takes place.

We will illustrate these processes by describing the photoabsorption characteristics of
some atmospherically important molecules. In order to illustrate the wealth of possible
processes, we will focus on the details for O2, which, because of its importance in the ter-
restrial atmosphere, has been the subject of many investigations. Photoabsorption by other
relevant planetary thermospheric molecules will be discussed briefly.
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2.6 Photoabsorption of O2

In the wavelength region between the O2 photoabsorption threshold at 2424 Å (5.11 eV) and
about 2050 Å, most to the photodissociation is via the dipole forbidden absorption directly
into the continuum of the A3	+

u state (process 1). This is the upper state of the Herzberg I
system:

O2(X
3	−

g ) + hν → O2(A
3	+

u ) (21a)

→ O(3P ) + O(3P ). (21b)

Excitation into the continua of the O2 (A′3�u) state (the upper state of the Herzberg III
band system) and the O2 (c1	−

u ) state (the upper state of the Herzberg II band system) also
contribute to a lesser extent (e.g., Saxon and Slanger 1986). From 2050 to 2400 Å the cross
sections decrease from about 7×10−24 to 1×10−24 cm2 (e.g., Yoshino et al. 1988). Because
the cross sections are very small, absorption by O2 in the Herzberg continuum takes place
in the terrestrial stratosphere where it competes with absorption by O3. In the wavelength
region between 192 and 205 nm, the absorption into the Herzberg continuum is much less
efficient than that into the first Schumann-Runge (S-R) bands (e.g., Coquert et al. 1990;
Yoshino et al. 1992).

Photoabsorption into the discrete states of the S-R band system of O2 followed by
predissociation dominates the absorption in the 1750–2050 Å range (process 3). The S-R
bands arise from the dipole allowed photoabsorption process into discrete levels of the O2

(B3	−
u ;v′) state, followed by predissociation via a radiationless transfer to the repulsive

11
u, 13
u, 5
u, or 23	+
u states:

O2(X
3	−

g ;v′′) + hν → O2(B
3	−

u ;v′) → O(3P ) + O(3P ) (22)

(e.g., Julienne et al. 1997; Allison et al. 1986; Lin et al. 1996; Balakrishnan et al. 2000). As
shown above, the product O atoms are in the ground 3P states. Since the absorption cross
sections in the region of the S-R bands vary greatly over wavelengths intervals of ∼ 10−4

nm, the cross sections must be measured with high resolution (e.g., Yoshino et al. 1984;
Cheung et al. 1996; Matsui et al. 2003). High resolution absorption cross sections in the O2

S-R Bands can be found on the CFA website (cfa-www.harvard.edu/amp/ampdata). Because
the cross sections in the Schumann-Runge bands are of the order of 10−21−10−19 cm2, pho-
tons in this region of the absorption spectrum penetrate into the terrestrial mesosphere and
stratosphere, where their photoabsorption is the principal O2 dissociation process. They do
not, however, affect the terrestrial thermosphere. The thermospheres of Mars and Venus do
not contain enough O2 to make photodissociation of O2 an important as a source of O atoms.

Photoabsorption by O2 in the wavelength range (130–175 nm) is mostly by direct ab-
sorption into the continuum of the B3	−

u state, the S-R continuum (process 1):

O2(X
3	−

g ;v′′) + hν → O2(B
3	−

u ) → O(3P ) + O(1D). (23)

The maximum cross section at 295 K is about 1.44 × 10−18 cm2 near 1400 Å (e.g., Yoshino
et al. 2005), and the products of this dissociation process are mostly O(3P ) + O(1D). Ab-
sorption of solar radiation by O2 in the S-R continuum is the main source of atomic O in the
terrestrial thermosphere.

Direct absorption from the ground state of O2 to the 13
u state of O2 is an approximate
example of absorption into an excited state that has no bound state (process 2). Except for a
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shallow minimum that is found in the 1.05–1.27 Å region, the potential curve is mostly re-
pulsive (e.g., Allison et al. 1982). The photoabsorption cross sections into that state are small
and smoothly varying at long wavelengths, but exhibit a sharp increase near 1358 Å, with
considerable structure shortward of that wavelength (e.g., Allison et al. 1986; Balakrishnan
et al. 2000).

In the wavelength range 1030 to 1300 Å, photodissociation of O2 takes place via dipole
allowed excitation of the O2(X3	−

g ) ground state to discrete Rydberg states, such as the
E,E′3	−

u and the F,F ′3
u states, which are strongly predissociated (process 3). This effect
leads to highly structured cross sections, and an accidental, but important minimum appears
at Lyman alpha (1216 Å). This is the “window” that allows penetration of solar Lyman
alpha photons to low altitudes in the terrestrial atmosphere (e.g., Lee and Nee 2000, 2001).
La Coursiere et al. (1999) have computed the relative yields of O(3P ) + O(3P ) and O(3P )
+ O(1D) over the solar Lyman alpha line, and have found that the O(1D) yield is about 0.58.
Most of the rest of the yield in this region is to the products O(3P ) + O(3P ). Only a small
fraction of the dissociation produces O(3P ) + O(1S), with an upper limit less than 0.02.

Since the ionization potential of O2 is 12.07 eV, photons shortward of 1027 Å can ionize
or dissociate O2. Jones et al. (1996) have shown that photons in the wavelength range 750
to 850 Å can excite O2 to the I , I ′ and I ′′ Rydberg states that converge to the O+

2 (a4
u)
state. In this wavelength range predissociation competes with autoionization, but, in general,
predissociation is more important. Carlson (1974) has shown that absorption into these Ryd-
berg states leads to production of one ground state O(3P ) atom plus one excited state O(3So),
which radiates to the ground state leading to the OI triplet at 1302, 1304, and 1306 Å.

2.7 Photodissociation of CO

Photodissociation of CO is important as a source of C on Venus and Mars. In the wavelength
region 885 to threshold at 1118 Å, the photodissociation of CO takes place via discrete ab-
sorptions to a number of predissociating states (e.g., van Dishoeck and Black 1988). The line
spacings in some of the bands are of the order of 10−4 Å. Fox and Black (1989) constructed
high resolution cross sections for excitation to in six bands in the range 885–912 Å, and 33
bands considered by Black and van Dishoeck (1987) in the range 912–1118 Å, for a total of
39 bands to several electronic states. Fox and Black combined the computed high resolution
cross sections with a model high resolution solar flux spectrum, which included measured or
estimated lineshapes for the strong solar lines in this region of the spectrum. The photodis-
sociation rates for the various bands in the Venus thermosphere were computed, and the total
photodissociation rate was found to be smaller by a factor of two than those computed using
the low resolution cross sections. The correction was small because CO is not the primary
absorber in this region of the spectrum in the Venus atmosphere.

More recent measurements of high resolution photoabsorption cross sections for CO
have been carried out for the wavelength regions 967–988 Å, and 925–974 Å by Stark et al.
(1993) and Yoshino et al. (1995), respectively.

2.8 Photodissociation of N2

Photodissociation of N2 is potentially important for production of translationally and elec-
tronically excited N atoms in the planetary thermospheres. Low resolution cross sections for
photoabsorption and photoionization of N2 from 1 Å to the experimental threshold at 1021 Å
(12.14 eV) are shown in Fig. 8. Photodissociation of N2 in the region longward of the IP
at 796 Å (15.58 eV) to 1021 Å takes place via line absorptions into discrete valence and
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Rydberg states in the singlet manifold, which may decay by emission or preferably by pre-
dissociation (e.g., Helm and Cosby 1989). Although the energetic threshold for production
of two ground state N atoms:

N2 + hν → N(4S) + N(4S) (24a)

is 1270 Å (9.76 eV), the photodissociation cross sections longward of 1021 Å (E <

12.14 eV) are found to be negligible. The possible channels for photodissociation of N2

thus include

N2 + hν(E > 12.14 eV) → N(4S) + N(2D), (24b)

N2 + hν(E > 13.34 eV) → N(4S) + N(2P ), (24c)

and

N2 + hν(E > 14.52 eV) → N(2D) + N(2D). (24d)

For photon energies smaller than 14.52 eV, the dissociation produces one ground state
and one excited state N atom. At energies larger than 14.52 eV (wavelengths shortward
of 854 Å), in addition to line absorptions, there may also be some photodissociation di-
rectly into the continua of singlet ungerade repulsive states that result in the production of
channel (24d) above (Michels 1981; Walter et al. 1993). Shortward of the ionization thresh-
old at 796 Å (E > 15.58 eV) the photoabsorption cross sections are highly structured, and
autoionization competes with predissociation. Photodissociations via the channels

N2 + hν(E > 15.7 eV) → N(2D) + N(2P ) (24e)

N2 + hν(E > 16.9 eV) → N(2P ) + N(2P ) (24f)

are also possible, although the photoabsorption and photodissociation cross sections are
difficult to measure in this spectral region (G. Stark, private communication, 2008).

In the highly structured regions of the N2 photoabsorption spectrum, ultrahigh resolution
cross sections and predissociation probabilities are required in order to quantitatively model
the production of N atoms. Cross sections with resolutions of the order of ∼ 6 × 10−3 Å
are currently being measured by, for example, Stark et al. (2005, and references therein) and

Fig. 8 Low resolution N2
photoabsorption cross sections
(solid curve). The
photoionization cross sections are
represented by the dotted curve.
The experimental threshold for
photodissociation is about
1021 Å (12.14 eV). In the highly
structured region shortward of
the ionization threshold at 796 Å
predissociation and
autoionization compete. Below
about 650 Å the photoabsorption
and photoionization cross
sections are equal



Energy Deposition in Planetary Atmospheres by Charged Particles

Sprengers et al. (2005, and references therein). Lewis et al. (2005, and references therein)
have computed predissociation lifetimes. Calculations carried out with lower resolution
cross sections and low resolution solar fluxes can be considered to be accurate to a factor of
only a few.

In addition, branching ratios to the various possible channels (24b–24f) must be known
over the entire range of photodissociation. These data are not available, except for some
information at energies less than 14.52 eV (see Fox 2007 for a review of this subject).
Although progress is being made in determining high resolution cross sections and prod-
uct yields of N2, not enough information is currently available to accurately compute the
production rates of various states of N atoms or the total photodissociation rate of N2 in
thermospheres/ionospheres of the earth, Venus, Mars, Titan or Triton.

2.9 Photodissociation of CO2

The photoabsorption cross sections of CO2 are also highly structured. Temperature depen-
dent cross sections have been measured by Stark et al. (2007) from 1061 to 1187 Å with a
moderate resolution of 0.05–0.1 Å. The values of the cross sections range from 5 × 10−16 to
2 × 10−20 cm2 at 195 K, and thus photons in this region of the spectrum are absorbed over
a wide altitude range in the atmospheres of Mars and Venus. In the wavelength region 1187
to 1755 Å, the CO2 photoabsorption cross sections exhibit considerable structure. Photoab-
sorption cross sections in the 1178.08 to 1633.99 Å range have been measured by Yoshino
et al. (1996) at moderate (∼ 0.05 Å) resolution, and are available on the CFA website ref-
erenced above. Anbar et al. (1993) showed that the use of moderate resolution temperature
dependent cross sections in the 1225 to 1970 Å region changed the CO2 photolysis rates in
the Martian lower atmosphere by about 33%, and those of H2O by 950% as compared to
those arising from the use of cross sections averaged over 50 Å bins.

2.10 Photodissociation of H2

Dissociation of H2 has a thermodynamic threshold of 4.48 eV (2769 Å), but the pho-
toabsorption cross sections longward of 1116 Å are negligible. Photodissociation in the
wavelength region 845–1116 Å proceeds largely by dipole-allowed absorption from the
ground X1	+

g (v′′) state into discrete states, including B1	+
u (v′), C1
u(v

′), B ′1	+
u (v′), and

D1
u(v
′), which may then radiate either to the discrete levels of the ground state, produc-

ing emission, or to the continuum of the ground state, producing dissociation to form two
H(1s) atoms (e.g., Dalgarno et al. 1970; Abgrall et al. 1997). The B1	+

u (v′) and C1
u(v
′)

states are the upper states of the Lyman and Werner band systems, respectively, of H2. Black
and van Dishoeck (1987) have investigated these processes as they relate to the interstellar
medium, where only radiation longward of the H ionization threshold of 912 Å is important.
They found that about 10–15% of the initial line absorptions fluoresce to the continuum of
the X1	+

g (v′′) state.
Except for a small contribution from predissociation of the D1
u;v′ state for v ≥ 3 (e.g,

Mentall and Gentieu 1970), these excited states are not predissociated in the usual sense be-
cause no suitable crossings to repulsive states are available. The lowest purely repulsive state
of H2 is the b3	+

u state (Herzberg 1950), which, because of dipole selection rules, cannot be
significantly populated by photoabsorption. Shortward of 845 Å, direct absorption into the
continua of the B1	+

u , C1
u, B ′1	+
u , and D1
u states dominates the photodissociation.

The cross sections for these processes are substantial, and the products of dissociation are
one H(1s) atom and one H(2s,2p) (e.g., Glass-Maujean 1986).
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Autoionization of H2 begins to compete with dissociation shortward of the ionization
threshold at 803 Å, and the cross sections exhibit complicated structure in this region, which
has not been fully analyzed (e.g., Yan et al. 1998). For example, dissociation of the B ′′B̄1	+

g

double-welled state proceeds by radiation to the continuum of the B ′1	+
u ;v′ state, with a

rate of the order of 5 × 1010 s−1 (e.g, Glass-Maujean et al. 2007).
In environments in which H2 is the major absorber, such as the thermosphere of Jupiter,

radiation shortward of 912 Å is important. Significant effects of discrete absorption on the
atmospheric absorption profiles are predicted. Kim and Fox (1991, 1994) used the compila-
tions of oscillator strengths, transition probabilities, and fluorescent dissociation fractions of
Black and van Dishoeck (1987) and some additional lines provided by J. H. Black (private
communication, 1990) shortward of 912 Å to construct high resolution H2 photoabsorption
cross sections. Kim and Fox combined these cross sections with a similarly high resolution
solar flux spectrum, and found that, in the Jovian atmosphere, solar radiation in the line
centers penetrates to only 420 km above the ammonia cloud tops, but in the wings of the
photoabsorption lines, two strong solar lines, CIII at 977.02 Å and OVI at 1031.91 Å, and
about 30% of the continuum, penetrate 100 km further to below the methane homopause,
where the production of a layer of hydrocarbon ions was predicted.

2.11 Photodissociation of Hydrocarbons

The photoabsorption cross sections for methane fall off rapidly longward of about 1450 Å
(e.g., Lee and Chiang 1983), but other hydrocarbons expected to be found below the methane
homopauses of the giant planets, such as acetylene, ethane, and ethylene, absorb at longer
wavelengths. The cross sections are found, however, to be highly structured and temperature
dependent. Photoabsorption cross sections for acetylene have been measured, for example,
by Smith et al. (1991) at a resolution of ∼ 0.1−0.5 Å. Temperature dependent cross sections
for ethylene have recently been measured with a resolution of 0.6 Å by Wu et al. (2004).
For other hydrocarbons, the reader is referred to the science-softCon UV/Vis Spectra Data
Base, in which the available data on photoabsorption of hydrocarbons and other molecules
of atmospheric interest are summarized and presented (Noelle et al. 2007; see also Huestis
et al. 2008).

2.12 Heating by Absorption of Solar Photons and Heating Efficiencies

The heating efficiency is usually defined as the fraction of solar energy absorbed that is
deposited locally as heat. Solar energy is transformed into heat in photodissociation and
photoelectron-impact dissociation of molecules, and in exothermic reactions, including ion-
molecule reactions, neutral-neutral reactions, and dissociative recombination of ions with
electrons. Quenching (or collisional deactivation) of metastable ions, such as O+(2D), or
neutrals, such as O(1D) or N(2D), is a particularly important class of reactions that lead to
heating. A major uncertainty in modeling heating efficiencies is determining the fraction, fv ,
of the exothermicities in these processes that appears as vibrational excitation of molecular
products. Vibrational excitation usually leads to cooling either by direct radiation to space
for heteronuclear diatomics or polyatomics, or by vibrational energy transfer from homonu-
clear diatomics to heteronuclear species, and subsequent radiation. By contrast rotational
and translationally excited products are thermalized rapidly.

In photodissociation, the amount of energy that appears as kinetic energy is the differ-
ence between the energy of the photon and the dissociation energy (which may include some
electronic excitation of the fragments). The energy that appears as vibrational excitation in
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Fig. 9 Altitude profiles of computed heating rates in the Venus thermosphere. The curve labeled CR rep-
resents the heating rate due to exothermic chemical reactions; the curve labeled O+

2 DR is that due to dis-

sociative recombination of O+
2 ; the curve labeled Q represents the heating due to quenching reactions of

metastable species; the curve labeled PD is the heating rate due to photodissociation; the curve labeled EI is
that due to electron impact processes. Adapted from Fox (1988)

photodissociation is found to be small, of the order of 25%. A half-collision model sug-
gests that this fraction is particularly small if one of the fragments is light, such as H or
H2. Vibrational excitation fractions of 10–15% are indicated for this case (cf., Fox 1988,
and references therein). In suprathermal electron-impact dissociation, most of the energy is
carried away by the electron, and the energy that appears as translation has been found to be
of the order of 1 eV (cf., Fox and Dalgarno 1979).

Exothermic ion-neutral and neutral-neutral reactions can be a significant source of heat-
ing for the ions and neutrals. The energies of the atomic products are determined by conser-
vation of momentum and energy, but if there are molecular products, some of the available
energy can appear as vibrational excitation. That fraction depends on the mechanism of the
reaction, and is generally greater for reactions that proceed via a collision complex than
those that proceed via a direct insertion/decomposition mechanism. Energy tends also to be
deposited in vibration when a new bond is formed. In quenching of metastable species, such
as O(1D), especially those that proceed via the formation of a collision complex, a signifi-
cant (usually statistical) proportion of the energy can appear as vibrational excitation of the
molecular products.

The most important reactions for heating on Venus and Mars are generally dissociative
recombination reactions (see (8)). DR reactions tend to be very exothermic, and are the
main loss process for ions whose parent neutrals have low ionization potentials. For DR
of diatomic molecules, all the exothermicity that does not appear as electronic excitation
appears as heat.

Fox (1988) computed the heating rates and efficiencies for a high solar activity model of
Venus. The heating rates due to various processes are shown in Fig. 9. It can be seen that the
most important source of heating is the DR reaction of the major molecular ion, O+

2 , above
about 130 km. Below that altitude the most important sources of heat are almost equally
photodissociation and quenching of metastable species. Electron impact dissociation and
chemical reactions other than DR or quenching of metastable species are unimportant. Alti-
tude profiles of resulting heating efficiencies are shown in Fig. 10a. The heating efficiency
curve labeled “A” is for the standard model, and that labeled “B” is a lower limit. The lower
limit model is based on extreme assumptions about the fraction of energy being deposited
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Fig. 10 Altitude profiles of heating efficiencies in the atmospheres of (a) Venus (adapted from Fox 1988)
and (b) Titan (Fox and Yelle, unpublished calculations). The curves labeled A are from the standard models;
those labeled B are lower limits. The curve labeled C in (b) is the upper limit for the Titan model (see text)

as vibrational excitation. The heating efficiencies range from 16 to 22% at altitudes near
100 km. A similar model for Mars exhibits heating rates and efficiencies that are compara-
ble to those obtained for Venus (Fox et al. 1995).

By contrast, the heating rates on Titan are not dominated by DR reactions, partly because
the dominant ions have been “processed more”, that is, they have been transformed via
many ion–molecule reactions before they can recombine. In addition, since most of the
DR reactions are of polyatomics, some of the exothermicity may appear as vibration of
the fragments produced. DR of N+

2 is not an important heat source because N2 has a high
ionization potential, and therefore in the region near and for a significant distance above
the main ion peak, N+

2 tends to destroyed by ion–molecule reactions, rather than by DR.
The main sources of heat are found to be photodissociation of N2 and CH4, and neutral-
neutral chemical reactions. The standard “best guess” and upper and lower limits for the
heating efficiencies on Titan are presented in Fig. 10b. These heating efficiency profiles
correspond to different assumptions about the fraction of the exothermicities that appears as
vibrational excitation in different processes. For example, in neutral-neutral and ion-neutral
reactions, fractions of 60%, 40% and 80% are assumed for the standard, upper limit and
lower limit models. The heating efficiencies are found to be in the range 25–35% at the
lower boundary, and decrease with altitude to values near 22% at the top boundary of the
model near 2000 km.

Roble et al. (1987) computed the heating efficiencies in the terrestrial thermosphere,
and reported values that increased from 30% at about 100 km to ∼ 55% near the F1 peak
(∼ 175 km) and then decreased to ∼ 30% near the exobase at 400–500 km. The main
sources of heat for the earth are similar to those for Titan, and are photodissociation of O2

in the Schumann-Runge continuum, and exothermic neutral–neutral reactions. The heating
rates are significantly larger than those for Venus and Mars. The reasons for this are various,
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but may be related to the fact that the major metastable species in the terrestrial ionosphere
(N(2D) and O(1D)) have long radiative lifetimes and are therefore quenched before they
can radiate. The major metastable species produced on Venus and Mars, CO(a3
), is char-
acterized by a short radiative lifetime that exhibits a strong dependence on vibrational and
rotational levels, and is in the range ∼ 3−150 ms (e.g., Jongma et al. 1997). The CO(a3
)
state therefore mostly emits to the ground X1	 state, producing the Cameron bands, before
it can be quenched.

Also, the major species on Venus and Mars, CO2, is a triatomic molecule. Its interaction
with photons and electrons, and its chemical reactions, produce more molecular species for
which the exothermicity can be taken up as vibrational excitation, than do reactions of O2

and N2 in the terrestrial atmosphere.

2.13 Auger Electrons and Characteristic X-rays

Measurements of doubly charge ions in the terrestrial thermosphere began with the At-
mosphere Explorer in the mid 1970’s, and in the Venus ionosphere by Pioneer Venus begin-
ning in 1978. Since then, many models of altitude profiles of doubly charged ions den-
sities have been constructed. The first studies were of O++ in the terrestrial and Venus
atmospheres. More recently, studies of O++ and doubly charged molecular ions on other
bodies have been carried out. The mechanisms for the production and loss of these ions
are uncertain. The production processes include double valence shell ionization and Auger
ionization, which may be produced by absorption of X-rays or by impact of very energetic
particles. Signatures of Auger ionization have been identified in suprathermal electron flux
measurements or predicted by models. Little is known about the loss processes for doubly
charged ions, which complicates their modeling.

In addition, measurements of X-rays from various solar system bodies have been made,
and their sources have been modeled. We describe the ways in which X-rays interact with at-
mospheric species, the cross sections for various competing processes, and the mechanisms
for emission of X-rays that have been identified for various solar system bodies. We begin
by describing the Auger effects and the production of characteristic X-rays.

Most atmospheric molecules are made up of atoms with atomic numbers Z < 10, and
therefore only the K-and L-shells, defined as those characterized by principal quantum
numbers n = 1, and n = 2, respectively, are populated in the ground states. The ground
state of the noble gas He (Z = 2) has a filled K-shell with electron configuration 1s2; Ne
(Z = 10) has filled K and L shells with electron configuration 1s22s22p6. Ar (Z = 18), a
minor constituent in planetary atmospheres, has electrons in the (n = 3) M-shell; its ground
state electron configuration is 1s22s22p63s23p6. Metals and other atoms that are formed
from ablation of meteors in the mesospheres/thermospheres of planets also have electrons
in levels with principal quantum numbers greater than 2. These atoms include, for example,
Na (11), Mg (12), Si (14), Ca (20), and Fe (26), where the atomic numbers Z are shown
in parentheses. Meteoric ion layers are present in all planetary atmospheres with substantial
neutral densities.

The first ionization potentials of atoms and molecules, which are listed in Table 1, pertain
to the ejection of outer shell electrons, which are fairly loosely bound. An inner K-shell or
“core” (1s) electron can be ejected from an atom by absorption of an energetic photon or
via a collision with an energetic electron. For atoms with atomic numbers greater than 4,
the core-ionizing photons must be in the X-ray region of the spectrum, and the impinging
electrons must be characterized by energies of the order of kilovolts.

After the ejection of the core electron, an electron in the L-shell may then make a tran-
sition to the 1s orbital. Selection rules for one-electron jumps (i.e., �� = ±1) require that
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Fig. 11 Cartoon that represents the production of characteristic X-rays and Auger electrons. Only the K

and L shells are shown. (Left) Characteristic X-rays are produced when absorption of an X-ray photon or
energetic charged particle causes the ejection of a K-shell electron (labeled “Ejected electron”). An outer
shell electron the makes transition to fill the hole in the inner shell. In this process, the excess energy is
carried away by a Kα X-ray. The ion is left in a singly ionized state. (Right) Auger electrons are produced
by a similar sequence, except that the excess energy released in reorganization of the ion is carried away by
an energetic “Auger” electron, which leaves the ion in the ground or an excited doubly ionized state

this electron be a 2p electron. The energy released in the decay of the core ionized state of
the ion may be carried away by a characteristic X-ray of approximate energy,

E = 13.6(Z − 1)2

(
1

n1
2

− 1

n2
2

)

eV. (25)

In this equation n1 is the principal quantum number of the ejected electron and n2 is the
principal quantum number of the valence electron that replaces the inner electron. The char-
acteristic X-ray is designated as “Kα” for n1 = 1 and n2 = 2. The English physicist H. G. C.
Moseley studied this effect, which allowed him to determine the atomic numbers of many
elements. This simple formula (25) yields energies of 255, 367, 499 and 2947 eV for the Kα

X-rays for the atmospherically important atoms C, N, O, and Ar, respectively. If an atom
has electrons in the shells with n ≥ 3, it may, after ejection of an electron from the L-shell,
produce a characteristic Lα X-ray, which corresponds to n1 = 2 and n2 = 3 in (25). Kβ

X-rays may also be emitted, if, after core ionization, an electron from the n = 3 (M-shell)
drops down to fill the core hole; this corresponds to n1 = 1 and n2 = 3 in (25).

Alternatively, as the valence electron drops down to fill the vacancy in the K-shell, the
excess energy may be carried away by the ejection of an outer shell electron, leaving the ion
in a doubly ionized state. This ejected “Auger electron” is named after the physicist Pierre
Auger, who discovered the phenomenon in the 1920’s. These alternatives for relaxation of
a core-hole ion are illustrated in Fig. 11. Alternatively, a related phenomenon, the radiative
Auger process, may take place; here the excess energy is shared by the Auger electron and
a simultaneously emitted photon (e.g., Mühleisen et al. 1996; Penent et al. 2005). For light
elements, such as those that are found in the atmospheres of the planets, the Auger process
is more important than the emission of characteristic X-rays, while the reverse is true for
heavy elements. This is due to the increasing importance of photon emission as the atomic
number increases, rather than to a decrease in the probability of ejection of an Auger electron
(e.g., Condon and Shortley 1964). Krause (1979) has summarized the X-ray emission and
Auger yields for K and L shells for atoms with 5 ≤ Z ≤ 110, and showed that they are
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equally probable for an atomic number of about 31. The Auger yields are 0.997, 0.995, and
0.992, and 0.882 for C, N, O and Ar, respectively. The thresholds for core (1s−1) ionization
of C, N, O and Ar are 291 eV (42.6 Å), 404.8 eV (30.6 Å), 538 eV (23.0 Å), and 3203 eV
(3.87 Å), respectively, (e.g., Verner and Yakovlev 1995) and the Kα X-rays are characterized
by wavelengths of 43.7, 30.9, 23.3, and 3.87 Å, respectively (Lide 2008).

We shall describe the details of these processes, specifically for atomic oxygen in the text
that follows. The K-shell ionization of O by an X-ray or keV electron can be represented by

O(1s2s22p4) + (hν, e∗, [E > 538 eV]) → O+∗(1s2s22p4) + (e,2e), (26)

where O+∗ represents a core-hole ion. In (26) the electron configurations of the ground state
of the neutral and of the core-ionized ion are shown explicitly. After the ejection of the
1s electron, an outer L-shell electron may make a transition to the inner shell to fill the
vacancy left by the ejected electron; this may be followed by the emission of a characteristic
Kα X-ray photon, e.g.,

O+∗(1s2s22p4) → O+(1s22s22p3) + hν (∼ 23.6 Å). (27)

In the competing Auger process, after the ejection of the core electron, as the outer shell
electron makes a transition to fill the core hole, the excess energy may be carried away by
emission of an Auger electron from an outer shell, e.g.,

O+∗(1s2s22p4) → O++(1s22s22p2) + e (Auger). (28)

The energy of the Auger electron may be approximated as that of the Kα X-ray minus the
binding energy of the n = 2 electron. For O+, the binding energy of the outer electron is
approximately equal to the second ionization potential, ∼ 35 eV, so that the Auger electrons
are expected to have energies of about 500 eV.

This energy is, however, only an approximation. In fact, the core excited O+∗ ion with
electron configuration (1s2s22p4) ion actually corresponds to any of four electronic states
with term symbols 4P5/2,3/2,1/2, 2P3/2,1/2, 2D5/2,3/2 and 2S1/2. Only the 4P and 2P states,
however, have been observed experimentally from the O(3P ) ground state (e.g., Petrini and
de Araújo 1994). The energies of the 2P3/2 and 2P1/2 states have been computed by Lohmann
and Fritzsche (1996) to lie 4.675 and 4.708 eV, respectively, above the lowest 4P5/2 state.
The 4P3/2 and 4P1/2 fine structure levels lie 0.04 eV and 0.053 eV, respectively, above the
4P5/2 level.

The Kα X-rays may arise from any of ten dipole allowed transitions from the two ob-
served core-excited O+ states to the three electronic states characterized by the ground
state electron configuration 1s22s22p3, including the ground O+(4So

3/2), and the excited
O+(2Do

5/2,3/2), and O+(2P o
3/2,1/2) states; the energies of the latter two states are about 3.32

and 5.02 eV, respectively, above the ground state. The allowed radiative transitions between
the core hole upper O+ states and the lower states with the ground state electron con-
figuration obey the dipole selection rules for radiative transitions: �S = 0, �L = 0,±1;
�J = 0,±1; L = 0 ↔| L = 0; J = 0 ↔| J = 0; e ↔ o). Thus the X-rays produced in
dipole-allowed transitions will be characterized by slightly different energies and intensi-
ties, and the Kα “line” actually represents a series of closely spaced lines.

In the Auger process (see (28)) a radiationless transition takes place between the core
hole 4P and 2P states of O+ and the final O++ states. The end state with electron con-
figuration O++(1s22s22p2) comprises three electronic states 3P , 1D, and 1S with Auger
electron energies in the range 492–498 eV; six states comprise the O++ final state with
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electron configuration 1s22s2p3: 5So, 3Do, 3P o, 1Do, 3So, and 1P o with Auger energies
in the range 470–491.6 eV; three states of O++ are associated with the electron configu-
ration 1s22p4: 3P , 1D, and 1S with Auger energies in the range 452–461 eV above the
ground state. The total angular momentum quantum numbers J for these terms have been
suppressed for compactness. The more stringent selection rules for Auger transitions apply
to this process (�L = �J = 0; �S = 0; �ML = �MS = 0) (Craseman 2006). Figure 12
illustrates some of the processes that may occur after ejection of a 1s electron from oxygen
by absorption of an X-ray photon or a collision with a keV electron.

Ten oxygen Auger transitions were observed for Auger electron energies from 465 to
505 eV by Caldwell and Krause (1993). Figure 13 shows an Auger electron spectrum for
atomic oxygen. Lohmann and Fritzsche (1996) have computed the energies and the rates
of 59 transitions between the core-hole O+∗ 4P5/2,3/2,1/2 and 2P3/2,1/2 states and the fine
structure levels of the O++ states listed above. In general, the dominant Auger transitions
are those that terminate on the O++ (1s22s22p2 3P ) ground state configuration, but several
other transitions are predicted to occur with significant probabilities.

If the O++ ion is left in an excited state after ejection of the Auger electron, photons may
be emitted that arise from dipole allowed transitions to a lower state. Figure 12 illustrates one
example of a radiative transition from the excited O++(1s22s2p3) 3P o state to the ground
O++(1s22s22p2)3P state. This transition results in the appearance of a multiplet which is
characterized by the emission of photons in the 702–704 Å range.

2.14 The Auger Effect and Double Valence Shell Ionization in Molecules

In atmospheric molecules, such as N2, CO, NO, CO2, and O2, the inner shell electrons
are tightly held around the atomic nuclei, and have large binding energies. By contrast, the
valence electrons are in more diffuse molecular orbitals that surround all the nuclei. These
electrons are more loosely held and are characterized by much smaller binding energies,
which differ, however, from those for the constituent atoms. In addition, the Auger spectra of
molecules are more complex than those of atoms. For example, 22 peaks have been identified
in the Auger spectrum of O2 compared to 10 peaks for that of O (e.g., Larsson et al. 1990).

In general, the thermodynamic limit for dissociation of the doubly charged molecular
to fragment ions lies below that for production of the doubly excited ion. (A noteworthy
exception to this rule is the CaCl++ ion, for which the 2
3/2,1/2 states are stable by 0.87–0.95
eV (Wright et al. 1997)). Almost all states of doubly charged ions are inherently unstable
or metastable against dissociation to two ionized fragments in a “Coulomb explosion”. This
process can take place via predissociation or through tunneling through the Coulomb barrier.
This fragmentation is an important effect that differentiates atomic and molecular Auger
processes.

The identification of electronic states of doubly ionized molecules, their potential energy
curves, and decay processes have been the subject of numerous investigations over the last
∼ 40 years. Mathur (1993, 2004) has reviewed the subject of multiply charged molecules. In
many cases, the identification of the ground state is not yet secure. It is difficult to determine
the second ionization potential (IP) of a molecule, which is not necessarily the same as
the appearance potential for production of doubly ionized species by photons or charged
particles. The appearance potential is the minimum energy for double ionization by a vertical
(Franck-Condon) transition; the doubly ionized molecules produced may then fragment into
ions with substantial kinetic energy.

Theoretical studies of doubly ionized molecules have included calculation of potential
energy curves, the Coulomb barriers and identification of states responsible for predissoci-
ation of these ions. Many experimental studies of doubly ionized molecules have focused
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Fig. 12 Diagram of the states
involved in the production of Kα

X-rays and Auger electrons from
atomic oxygen (not to scale).
(Left) An X-ray (or energetic
particle) causes the ejection of a
“core” (1s−1) electron (middle)
One of the core-ionized states of
O+ (4P or 2P ) is produced.
A Kα photon is emitted in the
transition from one of these states
to any of the three states of O+
with ground state electron
configuration, 1s22s22p3.
(Right) Alternatively, a
radiationless transition to one of
the states shown on the right may
occur (although selection rules
must be obeyed). For each
transition, an Auger electron is
produced with a different energy.
The figure also shows a radiative
transition between the O++ 3P o

state, which may be produced in
Auger decay, and the ground 3P

state. A photon with wavelength
of 702–704 Å is produced.
(Adapted from Petrini and
de Araújo 1994)

Fig. 13 K-shell Auger spectrum of atomic oxygen, showing 10 discrete transitions. The experimental points
are shown; the solid curve is a fit to the data. The vertical dashed lines indicate transitions from the 2P state
that are too weak to measure. Adapted from Caldwell and Krause (1993). Copyright 1993 by the American
Physical Society
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Fig. 14 Potential curves of some low-lying states of N++
2 . The energy scale on the vertical axis is relative

to the v = 0 ground state of N2, and the Franck-Condon region from this state is indicated at the bottom. The
energy of the N++

2
1	+

g (v′′ = 0) state relative to the ground state is 43.0 eV. See text for a discussion of the
various potential curves. From Lundqvist et al. (1996). Reprinted by permission of IOP Publishing, Ltd

on the Auger electron spectra (e.g., Moddeman et al. 1971), which is an important tool
to investigate the properties of doubly charged ions. Recently a more powerful tool, the
photoelectron-Auger electron coincidence method has been developed (Penent et al. 2005).
In Kinetic Energy Release (KER) experiments, the distributions of fragment ions that arise
from decay of doubly ionized molecules are determined. In order to study the KER spec-
trum of a doubly charged ion, the lifetime of the ion must be in the “experimental window”,
which is generally less than of 100’s of ns.

A wide range of lifetimes of doubly ionized molecules has been found, which com-
plicates studies of their properties. The lifetime of the doubly ionized molecule depends
strongly on its electronic state, and the details of its potential curve, including the availability
of curve crossings which can predissociate it, and the width of the Coulomb barrier, which
varies with the vibrational energy level of the doubly charged molecular ion. Lifetimes range
from many seconds to several µs for low vibrational levels of discrete “quasi-bound” states
with large Coulomb barriers, to nanoseconds for states that are observed in Kinetic Energy
Release (KER) spectroscopy to picoseconds for states whose potential curves are character-
ized by very shallow minima. Often the higher vibrational levels of a state may be character-
ized by lifetimes that are too short to be detectable, while those of lower vibrational levels
have been inferred to be as long as µs (e.g., Curtis and Boyd 1984). In a seminal study,
Mathur et al. (1995) investigated the lifetimes of multiply charged molecular ions using an
ion storage ring. They found that all the doubly charged ions studied had components with
lifetimes that were of the order of seconds or more.

We will illustrate the molecular Auger process and the related process of double valence
ionization specifically for N2, which, has been the subject of many experimental investiga-
tions in the last several decades, including Auger electron spectroscopy (e.g, Moddeman et
al. 1971; Svensson et al. 1992, and references therein), X-ray absorption spectroscopy, (e.g.,
Shigemasa et al. 2002; Svensson 2005 and references therein), photofragment spectroscopy
(e.g., Martin et al. 1994; Larsson et al. 1992; Cosby et al. 1983; Sundström et al. 1994),
ion coincidence Kinetic Energy Release experiments (e.g, Stockdale 1977; Brehm and de
Frênes 1978; Lundqvist et al. 1996), electron–ion coincidence (e.g, Benndorf et al. 1998;



Energy Deposition in Planetary Atmospheres by Charged Particles

Hsieh and Eland 1996; Fainelli et al. 2002), and translational energy spectroscopy (e.g.,
Mathur et al. 1995). Double ionization of N2 by electron impact has been studied by Märk
(1975) from threshold (∼ 43 eV) to 170 eV. Ab initio calculations include, for example,
those by Wetmore and Boyd (1986), Taylor and Partridge (1987), Koslowski et al. (1991),
and Mathur et al. (1995). Figure 14 from Lundqvist et al. (1996) shows some of the low-
lying potential curves of N++

2 , and indicates the Franck-Condon region from the ground
state of N2. We will discuss some of the features of N++

2 by reference to this figure.
In a molecule, as in an atom, an inner shell electron may be ejected by absorption of an

X-ray photon, a keV electron, or a heavy charged particle (e.g., Edwards and Wood 1982)

N2 + (hν, e∗) → N+∗
2 + (e,2e), (29)

where the asterisk represents an excited core hole state of the molecular ion. The K-shell
ionization threshold of N2 is 409.9 eV, compared to 404.8 eV for an atomic N (e.g., Shige-
masa et al. 2002). Just as for core-ionized atoms, a valence electron may make a transition
to fill the core hole, and the excess energy may be carried away by ejection of an outer shell
Auger electron:

N+∗
2 → N++

2 + e∗ (Auger). (30)

This process occurs on a femtosecond time scale (Benndorf et al. 1998). As with small
atoms, small core hole molecular ions may emit characteristic X-rays, but Auger processes
are more probable. Subsequent fragmentation of the doubly charged N++

2 ion produces N+
ions with kinetic energies of the order of a few electron volts:

N++∗
2 → N+ + N+ + �E. (31)

The states shown in Fig. 14, except for the D1	+
u (v′) state dissociate to two ground state

N+ ions.
The v′′ = 0 level of the ground 1	+

g state of N++
2 lies about 43 eV above the 1	+

g (v = 0)

ground state of N2 (Benndorf et al. 1998; Lundqvist et al. 1996), whereas the minimum
energy for production of two ground state N+(3P ) fragment ions with zero kinetic energies
from N2 is about 38.9 eV, about 4 eV below that for production of the doubly charged ion.
The ground state of N++

2 shown in Fig. 14 exhibits a deep well, and supports a large number
of long-lived vibrotational levels. Higher excited states of N++

2 may, however, be produced
in the Auger process.

A wide range of heights of the Coulomb barriers are apparent for all the states. Highly
vibrationally excited levels in the “quasi-bound” states may tunnel through the Coulomb
barrier, while lower vibrationally excited levels may predissociate via a repulsive curve
crossing. The ground X1	+

g and a3
u states can be seen to have large Coulomb barriers
for low vibrational levels, and significant lifetimes are predicted for these states. Mathur et
al. (1995) found that a significant N++

2 component exists with lifetimes of the order of 3 s.
Hsieh and Eland (1996) identified eight electronic states of N++

2 in the Franck-Condon
region, although the ground X1	+

g and the c3	+
u (identified in Fig. 14 as D3	+

u ) states were
not observed, apparently because the vibrational states accessible are too low for tunneling
through the Coulomb barriers. The energies of the N+ ions produced by the absorption of
48.4 eV photons were observed to range from 5 to 10 eV. In this experiment, the lifetimes
of the doubly ionized N++

2 states observed in KER distributions of fragment ions produced
from decay of doubly ionized states were on the order of 100’s of ns.

Excited doubly charged ions may be optically active, and they may be studied by
photofragment spectroscopy (e.g., Cosby et al. 1983; Larsson et al. 1992). The N++

2
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A1
u(v
′) and D1	+

u (v′) states are connected to the ground X1	+
g (v′′) states by optically

allowed transitions. These states were studied by Lundqvist et al. (1995, 1996), who ob-
served KER spectra with 19 vibrationally resolved peaks. The A1
u state supports 9 or 10
metastable bound states; vibrational levels with v ≥ 7 were observed, with lifetimes ranging
from 1 ns to ∼ 300 ns. Larsson et al. did not observe the vibrational levels for v < 7 in their
experiment; they were inferred to have lifetimes greater than 10 µs. The method of decay for
the high vibrationally excited states was assumed to be tunneling or predissociation. A broad
peak in the KER spectrum may correspond to excitation to the purely repulsive part of the
A1
u state. Because the potential curves of the N++

2 (A1
u) state and the ground X1	+
g

state are significantly offset, the emission from this state is expected to be diffuse, and has
not been observed.

By contrast, low vibrational levels are populated in the Franck-Condon transitions to the
D1	+

u (v′) state. The large Coulomb barrier for this state can be seen in Fig. 14. The decay
of the v = 0 state is dominated by optical transitions to the ground state. The (0,0) and (0,1)
bands emit photons that are characterized by wavelengths 1587 and 1594 Å, respectively
(e.g, Ehresmann et al. 2000). Higher vibrational levels decay by predissociation. The D3
g

state shown in Fig. 14 exhibits a shallow minimum which supports two vibrational levels;
the lifetimes of these states against tunneling are less than 70 ps (Mullin et al. 1992).

Since the fragment ions produced in the decay of doubly ionized molecules have ki-
netic energies of the order of several eV, it is not easy to estimate the energies of the Auger
electrons. In order to include Auger processes of molecules in atmospheric modeling, it is
necessary to use data from Auger spectroscopy, calculations of potential curves and the tran-
sitions between them, and/or measurements of the energies of fragment ions produced from
X-ray absorption spectroscopy. We should note here that the contribution of 1s ejection and
Auger decay is very small for the production of doubly ionized species and energetic ion
pairs for atmospherically important molecules. Just as for atomic oxygen in the atmosphere,
we expect double ionization of valence electrons in molecules to be more important than
Auger ionization. If the double ionization in the Franck-Condon region of a molecule pro-
ceeds via a transition to a purely repulsive state, or to the repulsive part of a “quasi-bound”
potential energy curve, two energetic ionic fragments may be produced directly. The rela-
tive rates of the processes depend on the details of the potential energy curves and by the
vibrational level (if any) of the doubly charged ion, as well as the energy of the impinging
photon or charged particle.

2.15 X-ray Cross Sections for Atoms and Molecules

Berkowitz (2002) has summarized the photoabsorption cross sections for several atoms,
and diatomic, triatomic, and polyatomic molecules for a wide range of wavelengths from
threshold to the X-ray regions. Although Berkowitz does not differentiate photodissociation
and photoionization cross sections, the references in this work cover a nearly complete range
of photoabsorption data from threshold to very high energies to which the reader is referred.
Svensson (2005) has reviewed the soft X-ray photoionization cross sections of atoms and
molecules as determined with synchrotron radiation.

Henke et al. (1993; cf., 1982) have tabulated the cross sections for absorption and scat-
tering of X-rays for the elements with atomic numbers from 1–92, for photon energies from
∼ 50 to 30 keV. The cross sections for core ionization of atomic species can be estimated
fairly accurately by the fitting functions of Verner and Yakovlev (1995) or Verner et al.
(1996). X-ray absorption cross sections of Ar, N2, O2, CH4, He and H2 have been mea-
sured by Denne (1970) in the wavelength range 23.7–82.1 Å. We discuss below the X-ray
absorption cross sections of a number of atmospherically relevant species.
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Atomic hydrogen has only one electron, for which the ground state is (1s 2S), and the
ionization potential is 13.598 eV (911.8 Å). There is obviously no Auger effect for H, and the
cross sections in the soft X-ray region are very small. For example, at 30 Å, the H ionization
cross section is about 2 × 10−22 cm2, compared to those for C and N of 4.5 × 10−19 and
6.8 × 10−19 cm2, respectively. At very high energies the Compton ionization (or scattering)
cross sections become larger than the photoionization cross sections (e.g, Hubbell et al.
1975). In Compton ionization the photon is scattered rather than absorbed, and the photon
and the ejected electron share the energy and momentum. The atomic hydrogen Compton
ionization cross sections exceed the photoionization cross sections for energies greater than
∼ 2.8 keV (4.4 Å) (Yan et al. 1998). The maximum Compton cross section for H falls in the
energy range of 10–15 keV (0.8–1.2 Å), and has a value of about 6 × 10−25 cm2.

The ionization potential of H2 is 15.43 eV (∼ 803 Å), and only one state of the H+
2 ion,

X2	+
g , is bound. Samson and Haddad (1994) have measured the H2 photoionization cross

sections from 18 to 113 eV (688–110 Å); Yan et al. (1998) have extended the experimental
cross sections with theoretical cross sections to the soft X-ray region, from 113 eV to 300 eV
(41.3 Å), and they have provided a formula for the cross sections at higher photon energies.
The maximum Compton cross section for H2 is about 1.2 × 10−24 cm2 for incident photons
with energies of about 15 keV (0.8 Å) (Hubbell et al. 1975). The H2 Compton ionization
cross sections are larger than those for photoionization at about 3.1 keV (4 Å) (e.g., Yan et
al. 1998). The ratio of the Compton cross sections for H2 to those for H are about 2.

Since there are no bound states of H++
2 , there is no true “threshold” for double ionization.

The energy required to produce two protons with zero kinetic energy from H2 is about
31.7 eV. Double ionization proceeds, however, via excitation from the H2 ground state to
a repulsive H2

++ state for which the vertical (Franck-Condon) transition energy is about
50.5 eV. Double ionization is followed by a “Coulomb explosion”, in which two protons are
produced with combined energies of 14–26 eV, with a most probable energy of 18 eV (e.g.,
McCulloh 1968; Brehm and de Frênes 1978).

The first double photoionization cross sections of H2 were measured by Dujardin et al.
(1987) from 50 to 140 eV (88.5–248 Å). Sadeghpour and Dalgarno (1993) computed the
high energy cross sections for double ionization of H2 and showed that asymptotic ratio
of the double-to-single photoionization is about 0.0225. The maximum cross section for
double photoionization peaks near 64 eV, and the maximum ratio is about 0.058 near 132
eV photon energy (94 Å).

The inert gas He has two K-shell electrons in the ground electronic state (1s2 1S), for
which the first and second ionization potentials are 24.59 and 54.4 eV, respectively. The
thresholds for single and double photoionization are therefore 504.2 and 157 Å, respectively.
Although He does not exhibit Auger behavior, double ionization can take place to produce
an α-particle for photons with energies greater than 79 eV (157 Å). At high energies, the
ratio of the cross sections for double to single ionization tend to a limiting value of 0.0164
(e.g., Dalgarno and Sadeghpour 1992). The photoionization cross sections of He at soft X-
ray wavelengths are, however, small compared with those of heavier elements. For example,
the cross section at 40 Å is about 1.5 × 10−20 cm2. Photoionization cross sections of He
that are accurate for X-ray wavelengths have been computed by Yan et al. (1998). Compton
ionization becomes more important than photoionization at a photon energy of 6.5 keV
(1.9 Å).

Because the K-shell electrons are localized around the constituent nuclei, the cross
sections for K-shell ionization of most molecules can be approximated as the sum of
the cross sections for the constituent atoms. For H, the core electron is also the va-
lence electron, but X-ray photoabsorption cross sections for molecules containing H can
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be estimated as the sum of the constituent atoms, if only because the cross sections for
H are very small compared to other species. For example, the H photoabsorption cross
section at 42.6 Å, the K-shell threshold for C, is ∼ 6.6 × 10−22 cm2, compared to that
for C of about 10−18 cm2. The CH4 K-shell ionization cross sections shortward of about
200 Å are approximately equal to that of C (e.g., Denne 1970; Carter and Kelly 1976;
Jannitti et al. 1990) with only a small correction for the presence of the H atoms. For CH4

++
and NH3

++, the hydrogen atoms are embedded in the electron clouds of the central atoms
and the positive charges are located further apart, which leads to greater stability of the dou-
bly charged ion. Similarly, for CO++

2 , the larger volume the positive charges occupy leads
to a smaller Coulomb repulsion and longer lifetimes. In addition, the two outer electrons
in ground state CO2 are in non-bonding orbitals, so their removal does not decrease the
stability of the ion, and leads to ground state lifetimes of about 4 s (Mathur 2004).

It should be noted that the inner shell binding energies for molecules may be shifted by a
few eV due to chemical effects (e.g., Svensson 2005). Carbon Kα X-ray emission rates and
Auger transition rates from ethane, ethylene, and acetylene have been studied by Kimura
(1992), who showed that the X-ray emission rates decrease as the C–C bond order increases
(or as the bond length decreases). Uda et al. (1979) showed that K-shell X-ray emission
from an atom within a molecule increases as the electronegativity of the neighboring atom
increases. Svensson (2005) showed that the core hole ionization energy of alkanes depends
on the location of the C atom in each molecule.

2.16 Applications of the Auger Process, Double Ionization and Characteristic X-rays to
Ionospheres

The effect of Auger electrons on the terrestrial ionosphere was explored by Avakyan (1978),
who suggested it as the major source of O++. O++ was detected by the mass spectrome-
ters on the Atmosphere Explorer (AE) Satellites (e.g., Breig et al. 1977). The measurement
of rate coefficients of O++ with atmospheric neutrals has enabled modeling of O++ den-
sity profiles. Rate coefficients for reaction of O++ with N2, O2, and Ar were measured by
Howorka et al. (1979); with CO2 by Johnsen and Biondi (private communication to Fox
and Victor, 1980); and with H by Honvault et al. (1995). Victor and Constantinides (1979)
showed that double ionization of valence electrons was more important than the Auger effect
for the production of the doubly ionized species. Avakyan (1980) came to the same conclu-
sion, but pointed out that during solar flares when the X-ray fluxes were elevated, the Auger
process could be more important. Breig et al. (1982) analyzed four AE-C orbits, with the as-
sumption that the most important source of O++ was double ionization of valence electrons.
The measured O++ densities exceeded those that were modeled particularly below 200 km.
Breig et al. (1982) attributed this phenomenon to a spacecraft effect, but considered other
possibilities for this source, including production of O++ by the Auger effect, or general
X-ray ionization. They concluded that there was no evidence for enhanced X-ray fluxes for
these orbits, and these sources were not likely to account for the data for the orbits consid-
ered. Kudryashev and Avakyan (2000) later explored in more detail the effect of solar flares
on the ionization and excitation of the terrestrial upper atmosphere, and showed that Auger
electrons made a substantial contribution to the high energy electron fluxes and to increased
intensities of emissions produced by electron impact on atmospheric species. Simon et al.
(2005) modeled doubly charged ions in the terrestrial ionosphere. They fitted the O++ den-
sities to those derived from AE-C and obtained excellent agreement with AE-C O++ density
profiles.

Fox and Victor (1981) modeled the Venusian O++ profiles that were returned by the Pio-
neer Venus ion mass spectrometer, (e.g., Taylor et al. 1980), and showed that double valence
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shell ionization of O could explain the measured densities; the Auger process was found to
be a minor effect. The solar fluxes, in the X-ray region were not, however, known to a great
deal of accuracy at that time. Since no measurements of the rate coefficient for the charge
transfer reaction of O++ with O are available, the rate coefficient in all the models was var-
ied to fit the altitude profiles of O++. Values of 1.5 × 10−10 cm3 s−1, 6.6 × 10−11 cm3 s−1,
and 1.06 × 10−10 cm3 s−1, were derived by Fox and Victor (1981), Breig et al. (1982) and
Simon et al. (2005), respectively. Note that the rate coefficients quoted by Gronoff et al.
(2007) for these reactions are too large by a factor 10 in the text (but not in the table).

Recently, there have been several measurements of the dissociative recombination of
molecular doubly charged ions in their vibrational ground states using ion storage rings. For
example, Safvan et al. (1999) measured the DR coefficient for CO++ with electrons, and
reported a value of 0.9 × 10−7 cm3 s−1 at 300 K, with a quoted accuracy of a factor of 2.
Seiersen et al. (2003a, 2003b) remeasured the DR coefficient for CO++ along with that for
CO++

2 and N++
2 and obtained values of 3.0 × 10−7(300/T )0.5, 6.2 × 10−7(300/T )0.5, and

5.8 × 10−7(300/T )0.5 cm3 s−1, respectively.
Experimental studies of the reactions of doubly charged molecular ions with atmospheric

species are sparse. The rate coefficients for reactions of O++
2 with O2, N2, CO2, NO, and

Ne were measured by Chatterjee and Johnsen (1989) using a drift-tube/mass spectrometer
experiment. In this experiment the doubly charged ions were formed in vibrationally excited
states by the electron impact ion source. Vibrational excitation may reduce the lifetime of a
doubly charged ion if its decay process is by tunneling through a Coulomb barrier.

The products of all the reactions of O++
2 measured by Chatterjee and Johnsen except that

with NO were observed to be simple charge transfer reactions. The dominance of charge
transfer reactions that lead to charge separation of the products is a general feature of reac-
tions of multiply ionized species with neutrals, although bond rearrangements of the prod-
ucts may occur (e.g., Mathur 2004). Chemical reactions of CO++

2 with neutrals have, how-
ever, been observed to compete with simple charge transfer reactions (e.g., Mrázek et al.
2000; Franceschi et al. 2003). In particular, dissociative charge transfer may be the most
important channel for these very exothermic reactions.

Witasse et al. (2002) measured a rate coefficient for the reaction of CO++
2 with CO2 and

reported a value of 2.13 × 10−10 (T /300)0.5 cm3 s−1. Rate coefficient for reactions of N++
2

with N2 and CH4 of 2.7 × 10−9 and 1.8 × 10−9 cm3 s−1, respectively, were measured by
Lilensten et al. (2005). Simon et al. (2005) reported measurements of the rate coefficients
for the reaction of N++

2 with O2, and obtained a value of 2.8 × 10−9 cm3 s−1.
By employing these measured rate coefficients, models have been constructed of CO++

2
in the Martian ionosphere (Witasse et al. 2002), N++

2 in the Titan ionosphere (Lilensten et al.
2005), N++

2 and O++
2 in the terrestrial atmosphere (Simon et al. 2005), and CO++

2 and N++
2

in the Venusian ionosphere (Gronoff et al. 2007). With the exception of CO++
2 at high solar

activity, the computed doubly charged molecular ion density profiles exhibited maxima that
were of the order of or less than of than 1 cm−3. In addition, because the doubly charged ions
are not necessarily formed in the long-lived states, and many potentially important reactions
were neglected, the computed density profiles are probably upper limits.

Winningham et al. (1989) used data from the low altitude plasma instrument on the Dy-
namics Explorer Spacecraft and found a population of high energy photoelectrons, which
were shown by models to be produced by solar soft X-rays; the peaks in the electron spec-
trum were ascribed to Auger electrons emitted from oxygen and nitrogen. Siskind et al.
(1989) included the Auger effect for the first time in their models of thermospheric NO den-
sities. Along with several other changes to their model, they found that the new computed
NO profiles better fit the more recent data.
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Recently, Mitchell et al. (2000) have interpreted a feature in the Martian electron fluxes
at ∼ 500 eV measured by the Electron Reflectometer on board the MGS spacecraft as oxy-
gen Auger electrons. Cravens et al. (2004) modeled the photoelectron flux at an altitude of
1220 km on Titan, and predicted peaks near the 284 and 402 eV arising from the C and N
K-shell Auger electrons.

X-rays have been detected from many solar system objects, including Venus, Earth, Mars,
Jupiter, Saturn, the moon, Io, Europa, Ganymede, comets, the Io plasma torus, the rings of
Saturn, and the coronas of Earth and Mars. This subject has been recently reviewed (Bhard-
waj et al. 2007a). For example, the X-ray spectrum from Venus was observed with the
Chandra X-ray observatory, and discrete emissions were seen from the unresolved O-Kα

emission lines near 530 eV, from the C-Kα lines near 280 eV, with a marginal detection of
the N-Kα lines near 400 eV (Dennerl et al. 2002). A similar spectrum of Mars exhibited
only O-Kα lines (Dennerl 2002) Additional emission was attributed to scattering of solar
X-rays and bremmstralhung emission, and charge exchange between highly stripped heavy
ions in the solar wind and H and O atoms in the coronas.

Bhardwaj et al. (2005a) have reported the discovery of oxygen Kα X-rays at 530 eV from
the rings of Saturn with the Chandra X-ray Observatory. The rings are known to be made up
of mostly water ice. They also proposed that fluorescent scattering of solar X-rays from the
icy H2O ring material plays a role.

Maurellis et al. (2000) modeled the X-ray emission spectrum from Jupiter and predicted
that the C-Kα lines contributed 8–12% of the spectrum. Bhardwaj et al. (2005b) found that
Jovian low-latitude X-ray emissions varied as the solar X-ray flux, and suggested that res-
onance scattering of solar radiation dominated, with a 10% contribution from characteristic
X-rays. They argued against the theory of Waite et al. (1997) that the X-rays were produced
by precipitation of ring current particles.

On the other hand, the X-ray emission from comets is proposed to arise mainly from
charge-exchange of highly stripped solar wind ions with cometary neutrals (e.g., Cravens
2002). A similar mechanism may be responsible for X-rays from the Jovian auroral regions.
For example, Kharchenko et al. (2006) modeled the precipitation of O+ and S+ ions with
energies of 1–2 MeV/amu and found that stripping produced very high charge state Oq+ and
Sq+ ions, which emit X-rays when they charge exchange with neutral species, such as H, He
and H2, in the Jovian auroral regions.

When characteristic X-rays are detected from the atmospheres of the solar system ob-
jects, the dominance of Auger electron ejection over that of these X-rays for small atoms
dictates that there must be many more Auger electrons produced. When these electrons are
ejected from molecules, it is likely that ion fragments are produced with substantial kinetic
energy. The production of energetic ion fragments from the molecular Auger effect could
play a role in heating in the lower ionospheres of the planets, especially during solar flares.
This effect and others due to Auger processes, and the emission of characteristic X-rays
on various planetary bodies remain to be modeled. In any case, the primary uncertainty in
modeling the effects of X-rays on planetary atmospheres is determining the solar fluxes in
this region of the spectrum, which are not well known and are quite variable.

3 Auroral Particle Deposition

3.1 Introduction

Auroral particles are energetic, extra-atmospheric particles, which arise from the magne-
tized environment of a planet or satellite and precipitate into the upper atmosphere, where
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they deposit their energy. The particles can be electrons, light ions, such as protons, or
heavy ions, such as O+ or S+. Precipitating ions may charge transfer to atmospheric species
to produce energetic neutrals. For magnetized planets, where magnetospheric acceleration
processes are effective, the auroral particles have energies ranging from a few hundred eV to
a few hundred keV for electrons, and from a few keV up to a few MeV/amu for heavy ions
(Kharchenko et al. 2006). Auroral heavy particles at Jupiter mainly originate from the moon
Io. At Earth, auroral electrons and heavier particles come originally from the ionosphere,
as shown by the presence of oxygen ions in the magnetospheric plasma. There is also a
contribution from the solar wind, especially in the cusp regions, where the particles can en-
ter the atmosphere directly. At Venus and Mars, which have induced magnetospheres, the
auroral particles originate from the shocked solar wind population and from the planetary
atmosphere. The energization processes are weaker at these planets than at magnetized plan-
ets. The auroral particles at Venus and Mars are therefore softer than at Earth, Jupiter, and
Saturn, with energies ranging from a few tens of eV to a few hundred eV.

Particle precipitation represents a significant source of energy for the auroral regions of
magnetized planets and on the nightsides of non-magnetized planets. The total energy in-
put from auroral particles and Joule heating is also often comparable to or exceeds that due
to solar photons (e.g., Strobel 2002). Auroral particles deposit their energy in a planetary
atmosphere through impacts with the atmospheric neutrals via ionization, excitation, disso-
ciation, and elastic scattering. In addition, suprathermal electrons heat the ambient electrons
via Coulomb collisions. All these processes cause the upper atmosphere to respond through
changes in its electrodynamical and dynamical processes, thermal structure and constituent
distributions. The focus in this section is on one aspect of auroral particle deposition, namely,
the auroral emissions. First, the rationale for analyzing auroral emissions is discussed, fol-
lowed by a short description of the modeling of transport and energy deposition of auro-
ral particles. Then different approaches for the spectroscopic analysis of auroral emissions
which are used for identifying and retrieving the spectral characteristics of auroral particles
are presented. Finally, some concluding remarks on the spectroscopic analyses are given.
The specific examples of aurorae given here are taken from the X-ray, FUV, and visible
spectral regions. Discussion of infrared aurora as well as complementary information on the
X-ray aurora can be found in Slanger et al. (2008).

3.2 Relevance of Auroral Emission Analysis

The term “aurora” refers to the observed emission spectra (from γ -rays and X-rays to ul-
traviolet, visible and infrared) arising from the interaction of these extra-atmospheric, en-
ergetic particles with an atmosphere (Galand and Chakrabarti 2002). Auroral emissions are
associated with an excited state of an atmospheric species that is either (1) the result of a
direct impact of an auroral particle with an atmospheric species (e.g., the N2 Lyman-Birge-
Hopfield (LBH) bands) or (2) the result of a chain of chemical processes initially originated
with the impact of an auroral particle with an atmospheric gas. Auroral emissions may also
be produced by the energetic particles themselves, as is the case of the Doppler-shifted H
emissions produced in an energetic H+/H beam, the K-shell lines produced by charge trans-
fer from highly stripped heavy ions to atmospheric gases, or Bremsstrahlung continuum
radiation produced by very energetic electrons.

While the auroral emissions were first observed from the ground in the high latitude
regions of Earth, the capability to image aurorae from space opened a new era. The en-
tire terrestrial auroral oval has been imaged from several Earth radii by orbiting spacecraft,
including Dynamics Explorer 1 (DE1), Polar, and IMAGE, in the far ultraviolet (FUV),
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visible, and X-ray spectral regions. This approach is the only way to obtain snapshots
of the particle input over entire auroral regions and permits inference of the time vari-
ability of the total hemispheric auroral particle power (e.g., Lummerzheim et al. 1997;
Germany et al. 1997; Frey et al. 2002; Østgaard et al. 2000, 2001; Liou et al. 2001). In
situ particle measurements acquired over many years have been used to derive statistical
patterns of the particle energy input (e.g., Fuller-Rowell and Evans 1987; Hardy et al. 1989;
Brautigam et al. 1991). While such an approach is of significant relevance for morpho-
logical trend studies, it is not appropriate for studies of a particular day or geomagnetic
event (e.g., Østgaard et al. 2000). Spectroscopic analyses of global auroral images have
been used for a wide range of purposes, such as assessing the atmospheric response to par-
ticle precipitation (Rees et al. 1995; Doe et al. 1997; Aksnes et al. 2004, 2006; Sætre et al.
2007), estimating the overall budget during a magnetic cloud event (Lu et al. 1998), infer-
ring the ionospheric contribution to magnetosphere-ionosphere coupling (Liou et al. 1997;
Meng et al. 2001), and inferring the magnetospheric source regions of auroral precipitation
during substorms (Lu et al. 2000).

In addition to the observations of auroral emissions produced in the terrestrial at-
mosphere, access to space has allowed the discovery and analysis of aurorae throughout the
solar system. This has been made possible due to observations from flyby spacecraft (e.g.,
Voyager, Rosetta, New Horizons); from orbiting planetary probes, such as Galileo (Jupiter),
Cassini (Saturn), Pioneer Venus, Venus Express and Mars Express; and from Earth-orbiting
observatories, such as the International Ultraviolet Explorer (IUE), the Hubble Space Tele-
scope (HST), Chandra, and XMM-Newton. Discovering and analyzing auroral emissions
have led us to a greater understanding of the physical processes taking place in the upper
atmospheres and magnetospheres of different solar system bodies. Investigations of aurorae
have been used to determine magnetic field configuration, to trace plasma interactions, and
to identify atmospheric constituents and auroral particle sources. Reviews of the modeling,
observations, and analysis of auroral emissions can be found in Galand and Chakrabarti
(2002) for bodies throughout the solar system, Bhardwaj and Gladstone (2000) and Waite
and Lummerzheim (2002) for the outer planets and Earth and Bhardwaj et al. (2007a) for
X-rays.

3.3 Modeling of Auroral Energy Deposition

Unlike solar photons which are absorbed in the atmosphere, auroral particles are scattered
(and heavy ions can also charge exchange) and lose their energy in finite steps along their
path through the atmosphere. As a consequence, describing the transport and energy deposi-
tion of auroral particles is more complicated than for solar photons. In addition, the contribu-
tion of secondary, tertiary (and so on) electrons produced through ionization of atmospheric
species by particle-impact must be included in the calculation, as they play an important
role as a further source of ionization, excitation or heating. Unlike the thermal ionospheric
particles which can be described by macroscopic quantities, suprathermal, auroral particles,
similar to photoelectrons, need to be treated through a kinetic approach. Their energy dis-
tribution changes as they propagate through the atmosphere. A comprehensive description
of the modeling of auroral particle transport and induced emission brightnesses is presented
by Galand and Chakrabarti (2002) and hence in the following is only briefly outlined.

Different approaches have been used to describe the transport and energy deposition
of auroral electrons. One approach is based on the continuous slowing down approxima-
tion (e.g., Rees 1963; Fox and Stewart 1991; Régo et al. 1999; Ågren et al. 2007). This
method is restricted to the estimation of ionization and excitation rates. In addition to these
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quantities, the following three methods provide suprathermal electron intensities and ther-
mal electron heating rates. The first two methods are based on the analytical or numer-
ical solution of the Boltzmann equation. First, the two-stream approximation describes
the upward and downward fluxes of electrons propagating along a magnetic field line, as
discussed, for example by Gan et al. (1992), Grodent et al. (2001), and Cravens et al.
(2005). All of the latter studies are based on the approach developed by Nagy and Banks
(1970). Second, the multi-stream approach describes the particle fluxes for a large number
of pitch angles—typically 8 or 16—(e.g., Strickland et al. 1976; Lummerzheim et al. 1989;
Perry et al. 1999; Galand et al. 1999; Leblanc et al. 2006). While the former method
is suitable for estimating integrated quantities, such as excitation and heating rates, the
latter method is required for comparison with observed particle fluxes or for studying
anisotropy. The final type of calculation is the Monte Carlo approach, which is a stochas-
tic method based on the tracking of numerous individual particles (e.g., Onda et al. 1999;
Solomon 1993).

Calculations of the transport and energy deposition of auroral ions are even more com-
plex than those of auroral electrons due to the production of neutrals and ions of different
charge states through charge-changing reactions. Each charge-state population needs to be
described individually while their distributions are coupled through the charge-changing re-
actions (e.g., Cravens et al. 1995; Galand et al. 1997; Kallio et al. 1997; Basu et al. 2001;
Kallio and Barabash 2001; Kharchenko et al. 2006). In addition, when energetic neutral
atoms are produced, the particle beam spreads over space, reducing the energy deposition at
the center of the beam (e.g., Lorentzen 2000; Fang et al. 2005).

The heating efficiency is defined as the local rate at which the gas (e.g, electrons or
neutrals) is heated divided by the total local energy deposition rate. Such heating efficiencies
have been calculated using all the above mentioned approaches except the first. The neutral
heating efficiency is sensitive to the composition, density and temperature of the neutral
atmosphere, but this dependency can be minimized by adopting a pressure coordinate system
instead of an altitude-based coordinate system (Rees et al. 1983). The vertical profile of the
heating efficiency was found to be independent of the auroral electron spectrum (Rees et al.
1983), but dependent on the auroral proton spectrum (Srivastava and Singh 1988).

Transport and energy deposition models are used to estimate the excitation rate associ-
ated with auroral emissions. If the excited state has no sources other than auroral particle
impact, and its radiative lifetime is very short compared with those of other loss processes,
the auroral emission brightness can be easily estimated. The calculation of the emission
brightness requires the inclusion of photoabsorption, when the emission undergoes “true”
absorption by atmospheric species, as is the case for the emissions commonly used for auro-
ral diagnostics, such as the N2 Lyman-Birge-Hopfield and the H2 Werner and Lyman bands.
For excited states which have long lifetimes against radiation, the continuity equation for
the excited state must be solved in order to estimate the emission brightness (Lummerzheim
et al. 2001). Finally, radiative transfer calculations are required when the emitted photons
undergo scattering, such as resonance scattering, through their paths in the atmosphere. This
is the case for modeling the OI 1304 Å resonant triplet in the Earth’s auroral regions (Glad-
stone 1992) and the H Lyman α spectral profile at the giant planets (Régo et al. 1999).

3.4 Spectroscopic Analysis of Auroral Emissions

Spectroscopic analysis of auroral emissions using comprehensive modeling tools, such as
particle kinetic codes, can aide in identifying the type (e.g., electrons, light or heavy ions) of
the precipitating particles, as well as in determining their mean energy, spectral shape, and
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total energy flux. Two approaches that have been widely used include the determination of
color ratios, and spectral line profiles. Here, rather than providing an exhaustive review of
the subject, a few examples are presented for illustration.

3.5 Color Ratios

A “color ratio” is a ratio of total brightness in two wavelength regions, each of which in-
cludes one or more strong auroral emissions. Variants of this definition are based on ratios
which are a function of the total brightnesses in two (or more) wavelength regions (Régo
et al. 1999). The choice of the wavelength regions is determined by the dependence of the
color ratio on the altitude of maximum emission. If one assumes an atmospheric model, i.e.,
altitude profiles of neutral densities, the ratio can be related to the energy of the incident au-
roral particles. More energetic particles deposit their energy deeper in the atmosphere, and
this is manifested by a lower altitude of maximum emission. Once the mean energy of the
incident particles is inferred, the total energy flux can be retrieved from the brightness in one
of the spectral windows. Such an approach may be used after removal of any non-auroral
contributions, such as scattered sunlight and airglow. The solar contribution has been suc-
cessfully removed from FUV images by, for example, Liou et al. (1997) and Lummerzheim
et al. (1997). Since visible radiation is scattered more effectively than UV radiation, high
resolution auroral spectroscopy from the ground under sunlit conditions has only recently
begun (e.g., Pallamraju and Chakrabarti 2006 and references therein). In addition FUV auro-
ral emissions are prompt and originate from direct energetic particle impact compared with
the visible emissions that can arise from chemical reactions of the particles that are pro-
duced. Therefore their theoretical interpretation, when multiple scattering can be neglected,
is easier.

There are different ways to interpret the color ratio as an indicator of the particle en-
ergy. The “colors” associated with emissions may be produced by different mechanisms or
by interaction of the particles with different neutral species whose relative density varies
with altitude. Examples include the following ratios widely-used for the analysis of the ter-
restrial aurora: N2 LBH/OI (1356 Å), where the wavelength range of the LBH bands is
1273–2555 Å (Frey et al. 2002), OI(6300 Å)/N+

2 1NG (4278 Å) (also called red-to-blue ra-
tio) (Strickland et al. 1989; Waite and Lummerzheim 2002), OI(8446 Å)/OI(7774 Å) (Waite
and Lummerzheim 2002). The analysis of the OI(1304 Å)/OI(1356 Å) intensity ratio de-
rived from Pioneer Venus observations has provided evidence for precipitation of very soft
electrons into the nightside atmosphere of Venus (Fox and Stewart 1991). At Mars, the
brightness ratio of the nightside CO Cameron band emission and CO+

2 ultraviolet doublet
emission has been derived from Mars Express observations. Based on the analysis of these
emissions, Leblanc et al. (2006) inferred that they are consistent with precipitation of elec-
trons characterized by a few tens of eV, that is, of lower energies but with larger fluxes than
those of the typical “auroral” electron spectra. This conclusion indicates that the emissions
observed may not be auroral in origin, but rather may be induced by photoelectrons pro-
duced in a sunlit region that is magnetically connected to the region where emissions were
observed.

One of the limitations of using these color ratios is their sensitivity to the ratio of the
column densities of the atmospheric constituents involved. This is particularly the case for
color ratios based on atomic oxygen and molecular nitrogen emissions, since the [O]/[N2]
ratio is very sensitive to magnetospheric activity and is difficult to estimate (e.g., Strickland
et al. 1999; Drob et al. 1999; Meier et al. 2005). As a result, the use of more than two
“colors” is required for providing additional constraints on the atmospheric composition
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Table 2 Auroral spectroscopic analysis based on the use of FUV color ratios assuming pure electron precip-
itation in the auroral regions of Earth and Jupiter

Planet: Eartha Jupiterb

Auroral emission band system: N2 LBH H2 Lyman and Werner

Centered λ of selected bandsc: ∼ 150 nm & ∼ 170 nm ∼ 125 nm & ∼ 160 nm

Absorber: O2 CH4

Strong photo-absorption below: ∼ 160 nm ∼ 140 nm

Electron energy range retrieved ∼ 0.2−20 keV ∼ 10−200 keV

by this technique:

Type of electron aurora Discrete aurorad Diffuse and discrete

identified: aurorae

aLummerzheim et al. (1997), Germany et al. (1997)

bRégo et al. (1999) and references therein
cThe wavelength bands selected for the analysis are about 10 nm or less wide (FWHM)

dPrimarily discrete aurora (Liou et al. 1997), with contribution of diffuse aurora, especially at storm-time
(Chen et al. 2005)
eHard electron component only (Grodent et al. 2001; Ajello et al. 2001, 2005)

with four key channels recently proposed by Hecht et al. (2006) for ground-based auroral
analysis at Earth.

Another type of color ratio is based on the use of a band system that is attenuated strongly
in one part of the spectrum and significantly less in the other. The relative shape of the
spectrum of this system, and thus the associated color ratio, can be used as an indicator of
the total column density of the absorber above the auroral emitting layer; if an atmospheric
model is assumed, the ratio can be related to the energy of the incident auroral particles.
Such an approach, which is used at Earth is based on observations of the FUV N2 LBH
band system, for which the shortward spectral component is strongly absorbed by O2 in the
Schumann-Runge continuum (e.g., Germany et al. 1997; Lummerzheim et al. 1997). The
energy flux of the incident particles is inferred from the total brightness in the longward
spectral window, which is not strongly dependent on the energy of the incident particles
(e.g., Liou et al. 1998 and references therein). At the outer planets, FUV H2 Lyman and
Werner band emissions are used in a similar manner with the hydrocarbon layer (primarily
methane) as the wavelength-dependent absorber (Régo et al. 1999, and references therein;
Grodent et al. 2001; Gérard et al. 2004; Ajello et al. 2005 and references therein). In that
case, the color ratio provides the altitude of the auroral emitting layer relative to the methane
homopause. A comparison of the technique used at Earth and Jupiter is summarized in
Table 2 and color ratios as a function of the mean energy of the incident auroral particles
are presented in Fig. 15. The strong dependence of the color ratios on electron mean energy
shows clear evidence of the relevance of such ratios for auroral electron diagnostics.

Analysis of auroral N2 LBH observations allows the retrieval of the spectral characteris-
tics of electrons ranging from a few 100’s of eV to less than 20 keV. For electrons of energies
below ∼0.2 keV, the altitude of maximum emission is high enough that there is no signifi-
cant O2 absorption over the whole N2 LBH spectrum; the color ratio becomes independent
of the energy of the incident electrons. For electrons with energies greater than 15–20 keV,
the altitude of maximum emission is low enough that O2 absorbs significantly over the whole
N2 LBH spectrum. Not only does the color ratio becomes insensitive to the energy of the
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Fig. 15 Modeled FUV color
ratios plotted as a function of the
mean energy of the incident,
auroral particles. Since they are
strongly dependent on the energy
of the incident electrons, they are
used to infer the electron energy
from FUV images. The shaded
area highlights the similar values
in color ratios between protons
and low energy electrons. (Top)
Color ratio associated with the
N2 LBH bands for Polar/UVI
imaging the terrestrial auroral
regions (after Galand and
Lummerzheim 2004). (Bottom)
Color ratio associated with the
H2 Lyman and Werner bands
observed by IUE and HST in the
auroral regions of Jupiter (after
Régo et al. 1999)

incident electrons, but the energy flux cannot be derived from the total brightness of the less
attenuated color. At the outer planets where the absorber is the hydrocarbon layer, the tech-
nique can be used for inferring the mean energy and energy flux of ∼ 10–200 keV electrons.
The lower energy boundary is determined by the energy required to reach the hydrocarbon
layers. At Jupiter, the FUV H2 color ratio has been used to retrieve the hard component
of the electron precipitation (∼10 keV to ∼100–200 keV) (e.g., Morrissey et al. 1997;
Grodent et al. 2001; Ajello et al. 2001; Pallier and Prangé 2004; Gustin et al. 2004;
Ajello et al. 2005; Gladstone et al. 2007). Another technique is required to retrieve the soft
component, such as the analysis of EUV observations (e.g., Ajello et al. 2001, 2005). At
Saturn, typical auroral electrons are expected to range from a few keV to a few tens of keV.
Even though the FUV H2 color ratio, based on Jovian calculations, has been used (Gérard
et al. 2004), an alternative approach, such as the analysis of the EUV emissions or the H
Lyman α profile, seems more suitable for Saturn.

At Earth and Jupiter, electron aurorae may be “diffuse” or “discrete”. These are the two
major types of electron aurora that are identified in or close to the main auroral oval. The
diffuse aurora is unstructured, at least on large spatial scales, and is located at the equator-
ward edge of the main oval. At Jupiter, the associated electron precipitation is induced by
pitch angle scattering as a result of the interactions of a warm plasma from the inner plasma
sheet with the cold plasma escaping from Io and diffusing outward. At Earth, except during
storm-time conditions (Chen et al. 2005), diffuse aurora are characterized by precipitating
electron energies of a few tens of keV and energy fluxes less than 1 mW m−2. At Jupiter,
the hard component of the diffuse aurora is associated with precipitation of electrons char-
acterized by energies of the order of a few tens of keV. Discrete aurorae, which are brighter
than diffuse aurorae, are associated with upward field-aligned currents (i.e., field-aligned
precipitating electrons), which are characterized by energies of 1–10 keV at Earth and 30–
100 keV at Jupiter. At Earth, discrete aurorae are very dynamic over time scales ranging
from fractions of a second to hours, and are highly structured over horizontal scales smaller
than a kilometer. It should also be noted that a soft electron component is often added to the
electron distribution in both the diffuse and discrete aurorae in order to meet the temperature
constraints (Grodent et al. 2001) or EUV observations of Jovian aurorae (e.g., Ajello et al.
2001, 2005).



Energy Deposition in Planetary Atmospheres by Charged Particles

There is one interesting consequence of the limited range of electron mean energies
which can be recovered by the color ratio from the approaches presented in Table 1. At
Earth, the approach based on N2 LBH ratio is primarily useful for the analysis of discrete
electron aurora (Liou et al. 1997). Diffuse terrestrial aurorae are primarily induced by elec-
trons that are too hard to be diagnosed by this technique, and are not intense enough to be
detected by the UV imagers from high Earth orbit (e.g., Polar), except during storm-time
conditions (Chen et al. 2005). At Jupiter this technique can, however, be used to retrieve the
characteristics of the harder components of both discrete and diffuse aurorae (Régo et al.
1999). Therefore, while similar techniques can be used for quantitative diagnostics of the
electron aurora at different solar system bodies, different limitations apply to the derived
physical quantities and to the type of aurora which can be analyzed.

When the emissions in the two colors originate from the same process and the same
molecule, uncertainties in the identity of the atmospheric absorber(s) are limiting factors in
the analyses, especially at Jupiter where the location of the hydrocarbon layer is variable.
Pallier and Prangé (2004) used the H2-FUV color ratio technique to analyze an atypically
bright auroral region observed with HST/STIS. They identified this region as a transient
bright cusp. The color ratio obtained implies that the electrons are characterized by energies
as large as 200 keV, or that the hydrocarbon layer has been significantly uplifted by the
power input.

Spectroscopic analyses based on the use of color ratios are commonly undertaken by
assuming pure electron precipitation. Auroral particles of different types, however, such as
protons and heavy ions (Régo et al. 1999, and references therein; Galand et al. 2002; Galand
and Lummerzheim 2004), may also contribute to the FUV emissions. Under these conditions
the color ratios may be misinterpreted. At Earth, the contribution of proton precipitation to
the total energy flux averaged over the entire auroral oval is about 15% that of electrons
(Hardy et al. 1989). In addition, at given locations and times, particularly in the cusp and at
the equatorward boundary of the evening sector of the auroral oval, proton precipitation can
become the dominant energy source for the upper atmosphere. Galand and Lummerzheim
(2004) have shown that the presence of proton precipitation with an energy flux even as
modest as 10% of the total can yield an underestimate of the electron mean energy and en-
ergy flux, especially in regions of hard electron precipitation. The color ratio produced by
a proton aurora has values similar to that induced by soft electrons (Fig. 15a). In addition,
auroral keV protons are more efficient at ionization than are soft electrons (Galand et al.
1999, 2001). The differences between proton and electron aurora can lead to misinterpre-
tation when brightness ratios are used to derive ionospheric conductances, if pure electron
precipitation is assumed. It is crucial to separate the electron and proton components of the
precipitation in order to improve the auroral diagnostics (Galand et al. 2002).

Figure 15a shows that unlike electron aurorae, the color ratio for proton aurorae is weakly
dependent on the mean energy of the incident particles. The decrease in brightness of the
emission induced by proton/H atom impact with increasing energy of the incident protons
is compensated by the increase of the secondary electron contribution. Molecular oxygen
absorption is a rather secondary effect in proton aurora (Galand and Lummerzheim 2004).

Similar to the terrestrial case, auroral protons at Jupiter give the same results as soft elec-
trons for commonly-used color ratios (Fig. 15b). The limitation of the color ratio analysis
based on the assumption of pure electron precipitation is however difficult to estimate at
Jupiter. To date the relative importance of proton precipitation in terms of incident energy
flux is still unknown, even though it is not dominant (Régo et al. 2001). As for heavy ions,
constraints on the spectral characteristics derived from the analysis of X-ray spectra could
be used to estimate the induced FUV brightness.
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Table 3 Analysis of auroral spectral profiles at Earth and Jupiter

H spectral
profile

Planet Earth Jupiter

Emission line H Balmer H Lyman α

Emission characteristics
(dominant process)

Doppler-shifted as
emitted by energetic
H atomsa

Produced by auroral
particles with a central
reversal due to H
absorptionb

Type of auroral particles
characterized

Protons Electronsc

X-ray spectral
profiled

Spectral range (1) ≥ 3 keV
(2) 0.1–2 keV

(1) > 2 keV
(2) < 1 keV

Emission characteristics (1) Bremstrahlung
emission by electrons
(2) K-shell lines
emitted by the
atmospheric species
excited by energetic
electrons

(1) Bremstrahlung
emission by electrons
(2) K-shell lines emitted
by the precipitating
heavy ions

Type of auroral particles
characterized

Electrons (>3 keV)
(including diffuse
aurora)

(1) Electrons
(2) Heavy ions (S+, O+)

aGaland and Chakrabarti (2006) and references therein

bPrangé et al. (1997), Régo et al. (1999), Régo et al. (2001)
cAssuming the electrons are the dominant particle source

dBhardwaj et al. (2007a) and references therein

3.6 Spectral Profiles

Another approach for identifying the type of precipitating particles and for retrieving their
spectral characteristics is based on the analysis of spectral profiles resulting from the in-
teraction of the auroral particles with the atmosphere. Depending on the atmospheric com-
position, the type of auroral particles, and the wavelength range, the spectral profiles are
either emitted by the atmospheric species or by the auroral particles. The shape of these
auroral profiles may be used to determine the spectral shape or the mean energy of the im-
pinging particles, and their total brightness may be used to infer the total energy flux input.
We have chosen to focus on two types of spectral profiles: that associated with the emis-
sion of hydrogen atoms, either atmospheric or precipitating, and that associated with X-ray
emissions. The dominant production mechanism and relevant physical parameters retrieved
from the analysis of such profiles observed in the auroral regions at Earth and at Jupiter are
summarized in Table 3.

3.7 H spectral profiles

At Earth, the H Lyman and Balmer series emissions are unique signatures of proton pre-
cipitation (e.g., Eather 1967). The high spectral resolution required for a comprehensive
analysis of the H emission profiles, however, has been achieved in the visible region of the
spectrum from ground-based observations (Galand and Chakrabarti 2006, and references
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therein), but not yet from space (Galand and Lummerzheim 2004). While multi-spectral
analysis of space-based observations has been performed for retrieving both electron and
proton components of the precipitation, assumptions about the energies of the incident pro-
tons had to be made due to the low resolution of the H profiles (Strickland et al. 2001;
Galand et al. 2002). IMAGE/SI12 has returned the first global images of the proton au-
rora over the entire oval. These images have provided crucial information about the mor-
phology and dynamics of such aurorae and have considerably improved our understand-
ing of them (e.g., Frey 2007, and references therein). The SI12 channel is aimed at the
Doppler-shifted portion of the H Lyman α line profile induced by protons and hydro-
gen atoms with energies larger than 1 keV. It effectively excludes geocoronal Lyman α.
Only the integrated brightness over the profiles is, however, provided, which includes
the contamination by the nearby NI 1200 Å emission. No information on the spectral
shape of the H line is available, which limits quantitative analyses (Frey et al. 2002;
Immel et al. 2002). It is surprising that no high resolution spectral imaging has been done of
the H Lyman alpha in the terrestrial atmosphere, despite the fact that such imaging has been
carried out at other planetary bodies, such as Jupiter.

At Jupiter, the shape and brightness of the H Lyman α profile could be analyzed to derive
the mean energy and energy flux of the incident precipitating particles (Régo et al. 1999).
The “cold” or atmospheric component of the hydrogen profile is the result of the dissociative
excitation of atmospheric H2 by the auroral particles:

H2 + (e,p,H) → H(1s) + H(2p) + (e,p,H). (32)

H(2p) → H(1s) + hν (1216Å). (33)

Absorption of the photons emitted by the hydrogen atoms is followed by re-emission in
the wings of the profile. The depth and width of the central self reversal as seen on HST
observations have been associated with the H column density above the emission region
(Prangé et al. 1997). If an atmospheric model is assumed, the energy of the incident particles
can be retrieved. These H Lyman α profiles do not depend upon the identity of the particles
(electrons versus protons) for a given penetration depth; they only constrain the atmospheric
H column density above the emitting layer (Régo et al. 1999). Similar to the terrestrial
case, the presence of proton precipitation in the Jovian auroral regions is indicated by the
presence of a strong Doppler-shifted (or “hot”) component in the H profile (Régo et al.
1999). The absence of a clear detection of this component in the HST observations rules
out auroral protons as a major component of the precipitating flux at Jupiter (Régo et al.
2001). The limitations of this technique lies in the uncertainties in the atmospheric density
profiles of atomic and molecular hydrogen as well as the possible extinction by methane,
which would uniformly affect the profile. A multi-spectral approach in which an FUV color
ratio technique is combined with an H profile analysis would aid in better constraining the
problem by reducing the number of uncertainties (Régo et al. 2001).

3.8 X-ray Spectral Profiles

In the hard X-ray region, which we define here as photons with energies greater than 2 keV,
the auroral emission is produced by the energetic electrons themselves through continuum
Bremsstrahlung radiation. This phenomenon has been extensively observed at Earth for de-
riving the spectral characteristics of hard electron precipitation. For more than a decade,
global 2D imaging has been possible from the PIXIE instrument onboard the Polar satel-
lite, which is sensitive to X-rays in the 2–60 keV range. Such images have allowed the re-
trieval of the characteristics of the energetic electrons and their morphology and variability
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in time (e.g., Østgaard et al. 2000). Although its presence at Jupiter had been predicted, the
Bremsstrahlung component in the aurorae has only recently been identified from analysis of
XMM-Newton observations by Branduardi-Raymont et al. (2007).

In the soft X-ray region (E ≤ 2 keV), the Jovian aurora has been extensively observed
since the 1980s, while there have been few observations of X-rays in the terrestrial aurora.
At Earth, the first imaging of the auroral region in the soft X-ray region was undertaken
by Bhardwaj et al. (2007b). The analysis of the terrestrial spectra has provided evidence of
Kα lines for nitrogen and oxygen near 0.4–0.5 keV overlying the Bremsstrahlung emission
spectrum. Kα X-rays are initiated by core-ionization of atmospheric species by X-rays or
energetic particles, followed by the filling of the core hole by a valence electron. The excess
energy must be carried away by a characteristic X-ray or an Auger electron. Another possible
source of soft X-rays is the interaction of solar wind heavy ions with the terrestrial upper
atmosphere in the cusp regions (Bhardwaj et al. 2007b). At Jupiter, high spectral resolution
observations have clearly identified the presence of X-ray lines in the spectrum which are
consistent with charge exchange by precipitating highly stripped oxygen and possibly sulfur
ions (Elsner et al. 2005; Kharchenko et al. 2006).

3.9 Concluding Remarks on the Comparative Spectroscopic Analysis of Auroral
Emissions

Spectroscopic analysis of auroral emissions allows a quantitative diagnostic of the precip-
itating particles. When applied to a sequence of auroral images, it provides information
about the morphology and variability in time of the source(s) of the particles. For ex-
ample, the analysis may provide information about the role of the solar wind in produc-
ing the emissions (e.g., Liou et al. 1998; Fillingim et al. 2005; Pallier and Prangé 2004;
Frey 2007).

Such analyses, however, have limitations, which should be kept in mind. While similar
techniques can be applied at different solar system bodies, the energy range covered by the
analysis, the type of aurora which can be probed, or the physical quantities derived from
the analysis vary from one body to another (see Tables 1 and 2). Among the limitations are
the physical parameters required for spectroscopic analyses, including particle-impact cross
sections (cf., Huestis et al. 2008), atmospheric neutral densities (cf., Müller-Wodarg et al.
2008), and pitch angle and energy distributions of the incident, auroral particles. For in-
stance, recent updates in the electron impact cross sections of the N2 LBH excitation (John-
son et al. 2005) potentially have implications for auroral FUV analyses at Earth and other
bodies with nitrogen-dominated atmosphere, such as Titan. In addition, large uncertainties
lie in determining the [O]/[N2] ratio at Earth and the hydrocarbon layer and H column den-
sity at Jupiter, which are all very variable in the auroral regions.

One method of addressing these limitations is to employ a multi-spectral approach, which
includes the use of more than one color ratio, or combinations of different spectral regions
(e.g., EUV, FUV, soft/hard X-rays, IR). Combining the analysis of auroral emissions from
different origins provides complementary information to further constrain the auroral diag-
nostic. Such an approach has been used: (1) to assess characteristics of different particle
types. At Jupiter, the regions of bright FUV auroral emissions and hard X-ray spectra have
been found to be coincident and consistent in brightness with predicted emissions from a
population of energetic electrons, while soft X-ray spectra from heavy precipitating ions are
located at the periphery (Branduardi-Raymont et al. 2008). (2) to cover a spectral range for
the auroral particles that is larger than that covered with only one technique. The analyses of
FUV color ratios and hard X-ray profiles have been combined to derive spectral character-
istics of the auroral electrons from a few 100’s of eV to a few 100’s of keV (e.g., Østgaard
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et al. 2001). Such an approach is critical for a better understanding of the energy budget and
of the response of the atmosphere to particle precipitation (Aksnes et al. 2004, 2006; Sætre
et al. 2007). (3) to constrain the atmospheric model used for the analysis (Hecht et al. 2006;
Régo et al. 2001).

A cross body comparison, illustrated here through a comparison between Earth and
Jupiter, yields a synthetic, and thus more critical view of auroral analysis and ultimately
of interactions taking place at different solar system bodies, including solar wind-magneto-
sphere-ionosphere coupling. Such an approach is extremely relevant to planetary aeronomy
(Galand et al. 2006). The optimum cross body comparison is based on multi-spectral ob-
servations of two or more solar system bodies responding to similar forcing. Prangé et al.
(2004) have given a preview of such an analysis by the comparison of the global auroral
response of Earth, Jupiter, and Saturn to an interplanetary shock triggered by a violent so-
lar eruption. Another example, even though not auroral, is the observation of the response
of the terrestrial and martian ionospheres to the same solar flares (Mendillo et al. 2006;
Mendillo and Withers 2008).

4 Energy Deposition of Pick-up Ions

Heating and loss of the atmosphere due to plasma bombardment occur at Mars, Venus,
Pluto and Titan (when it is outside of Saturn’s magnetopause), due to impacting solar wind
ions and pick-up ions. Such processes also occur at Titan, Triton, Io, and Europa due to
impacting magnetospheric plasma and pick-up ions. Atmospheric heating also occurs at
Earth, primarily due to magnetospheric O+ ions that are formed in the corona and re-impact
the thermosphere as described below. The incident plasma ions typically have energies of the
order of 10’s of eV to tens of keV and lose their energy in a very small column of atmosphere
of the order of 1015 to 1017 atoms cm−2. Therefore, even a relatively small energy flux that
is deposited close to the nominal exobase (∼ 1015 atoms cm−2) (cf. Johnson et al. 2008) can
cause heating and escape, processes often lumped together as “atmospheric sputtering”.

Atmospheric sputtering affects the long term evolution of these atmospheres. The in-
creased exobase temperatures can enhance Jeans escape by the lightest components, typi-
cally H or H2. In addition, the energy transfer to the atoms in the thermosphere by momen-
tum transfer collisions, often referred to as knock-on collisions, is much less sensitive to the
mass of the escaping species and, therefore, can lead to enhanced loss of all atmospheric
constituents, which is the atmospheric sputtering process (Johnson 1990, 1994). To estimate
this contribution to atmospheric loss, sputtering is often divided into two components: those
incident ions which penetrate the exobase and enter the thermosphere and those which only
pass through the corona. For the penetrating particles, a cascade of momentum transfer col-
lisions is initiated in the thermosphere by the incident particles. This forms a population of
“hot” atoms and molecules. For the other contribution, ejection can occur in single collisions
of the incident ion with a coronal molecule and by charge exchange in which the fast ion
is replaced by a fast escaping neutral. The relative importance depends on the extent of the
corona, the escape energy, and the escape depth from the thermosphere (cf. Johnson et al.
2008).

The composition of the thermosphere near the exobase is often atomic: e.g., O, N, or
H atoms. When the composition is molecular, as it the case at Titan and Io for example,
an energetic plasma ion transfers energy in close collisions with an individual atom in a
molecule. These collisions cause dissociation and produce energetic fragments. Therefore,
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in both atomic and molecular thermospheres, energetic “secondary atoms” are set in mo-
tion. These hot atoms either populate the corona or make further collisions with the con-
stituents of the thermosphere. As the energies of these recoil atoms decrease, whole mole-
cules are eventually set in motion in a molecular thermosphere (Johnson and Liu 1998). This
leads to molecular escape, a process which dominates at Io (McGrath and Johnson 1987;
Pospieszalska and Johnson 1996; McGrath et al. 2004).

Solar wind ions can have access to the atmospheres of bodies like Venus, Mars and Pluto
that are unprotected by a magnetosphere. These are predominantly light ions that cause
ionization and charge exchange but are otherwise inefficient sputtering agents. Therefore,
atmospheric sputtering is dominated by locally formed ions referred to as pick-up ions (Luh-
mann et al. 1992; Johnson et al. 2008; Lammer et al. 2008). These ions are formed in the
extended corona by electron and photon impact and by charge exchange and are acceler-
ated by the local fields. They can either be swept away, a loss process, or can re-impact the
atmospheric exobase causing sputtering. In the case of bodies trapped in a planetary mag-
netosphere, an additional enhancement can occur. Atoms and molecules that have escaped
from the satellites or ring particles and are ionized in the rotating magnetosphere become
trapped and accumulate, forming a toroidal plasma in the magnetosphere. This accumulated
plasma can enhance the sputtering effect, but also provides an impacting plasma that con-
sists of both light and heavy ions representative of the composition of the atmosphere of a
satellite embedded in the magnetosphere.

Such ion acceleration processes also occur in an object’s atmosphere. That is, neutrals
are similarly ionized by electrons, photons or charge exchange in the object’s ionosphere.
If the local fields penetrate into the corona, or even below the exobase as seen at Titan and
Mars, the newly formed ions can be accelerated by local electric fields. At the Earth the
fields are associated with its rotating magnetosphere. At Venus, Mars and Pluto they are the
induced fields due to interaction of the ionosphere with the solar wind, and on Io, Titan and
Triton, they are due to the induced fields associated with the interaction of the atmosphere
with the giant planet’s magnetosphere (Ma et al. 2008).

The ions formed in the corona and those formed below the exobase clearly have a compo-
sition characteristic of the atmosphere and are called locally produced pick-up ions. There-
fore, their detection in the ambient plasma can lead to information on the composition in the
exobase region. The ionospheric outflow and pick-up in the corona are typically artificially
separated, although the spatial transition from one to the other is smooth. Both sets of ions
can result in loss by being swept away down the tail of the interaction region, and they can
cause atmospheric sputtering by momentum transfer collisions both in the corona or below
the exobase. To date the focus has been on the ions formed and accelerated in the corona.
However, the ions dragged out of the atmosphere, often called “ionospheric outflow” (e.g.,
Fox 1997; Ma and Nagy 2007) are critically important to atmospheric loss and heating at
Io (Wilson et al. 2002; Mendillo et al. 2007) and, likely, at Titan (Johnson 2008). Ions that
are swept down the tail of the interaction region are an important atmospheric loss process.
In addition, depending on their path length in the atmosphere’s corona they can cause fur-
ther ionization by charge exchange. Pick-up ions also make momentum transfer collisions
in the atmosphere, both those re-impacting ions formed in the corona and the ionospheric
outflow. This populates and expands the corona (Michael and Johnson 2005) producing a
complex feedback process. That is, pick-up ions formed in the corona and in the atmosphere
can enhance the population of the corona and, thereby, enhance the pick-up ion production
and atmospheric loss (Johnson and Luhmann 1998). Approximate models for this complex
interaction have been made in which the coronal processes and the ionospheric outflow are
separated, but complete simulations are only recently available (Chaufray et al. 2007).
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The energy deposited produces hot atoms and molecules both by dissociation or by
direct momentum transfer collisions with incident ions and the energetic neutral atoms
(ENAs) formed by charge exchange. In this way energized molecular fragments are seen
in emission, as discussed earlier, and can initiate a set of collision processes often referred
to as a collision cascade. Of particular interest is the energy that goes into producing at-
mospheric escape and the hot corona (e.g., Michael et al. 2005; Shematovich et al. 2003;
Cipriani et al. 2007). The cascades can be described by direct solution of the transport equa-
tions, by analytic approximations to the transport equation, or by Monte Carlo simulation.
Johnson et al. (2000) have compared such models for a simple O thermosphere energized
by an incident O+ pick-up ion plasma.

4.1 Transport Equations

Consistent with what was described above, a set of kinetic, time-independent Boltzmann
equations for the incident particles and the atmospheric particles can in principal be written
and solved. There is one such equation for each species i,

v∂fi/∂r + g∂fi/∂v = Qi − Li +
∑

j

Jij (fi, fj ). (34)

Here the fi(r,v) are the distribution functions for the translational and internal degrees of
freedom for particles i in the atmosphere, g is the gravitational acceleration, Qi and Li are
source and loss functions for species i, and the Jij describe the collisions in the atmosphere
(momentum transfer excitations, dissociation, ionization, and charge transfer collisions) be-
tween particles i and all other particles j . In 1-D, single component atmospheres, such
equations have been solved. Although such equations are often written down for the pur-
pose of discussing the importance of the various processes, they are almost never solved
when the spatial distribution of hot recoils is required.

4.2 Analytic Models

A useful approximation to the Boltzmann equation gives the energy distribution of recoils
for a single component atmosphere. This is obtained by integrating over the spatial dimen-
sions and ignoring gravity. It has been shown that the total number of recoils with energy
between E and E + dE produced by a hot atom of energy Eo colliding in a background
atmosphere of identical atoms is

G(Eo,Ei) ≈ βnEo/E
2. (35)

This is obtained analytically as the lead term in the distribution by assuming an interaction
potential which is a power law with power n where βn is a constant that varies slowly with
n. This remarkably simple expression can be used to give the energy distribution of recoil
particles moving locally in a planetary thermosphere:

f (E) ≈ φ(Eo)G(Eo,E)/νm(E). (36)

Here φ(Eo) is the local rate at which atoms of energy Eo are initially produced by dissocia-
tion or momentum transfer collisions by the incident ions and νm(E) is momentum transfer
collision frequency at the local density for atoms of energy E. This result can be used to
describe the hot atoms in the exobase region and, thereby, give simple expressions for the
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rates of production of sputtering and of the production of the hot corona. In addition, if the
spatial morphology of incident radiation is known such expressions can be used to obtain
the spatial structure of the hot corona.

These simple expressions were compared to atmospheric loss simulations for an O ther-
mosphere and shown to be accurate (Johnson et al. 2000). Cipriani et al. (2007) simulated
a more complex Martian atmosphere, involving both atoms and molecules excited by disso-
ciative recombination and ion sputtering, using Monte Carlo simulations described below.
They compared their steady-state recoil distribution to the expression for the total number
of recoils produced, G(Eo,E) rather than f (E), and concluded the analytic model was only
approximate. However, their steady-state recoil distributions produced by either dissociation
or ion-induced sputtering compare well with the correct expression, f (E) (Johnson 2008).
Remarkably, the analytic expression for f (E) compares well even for the steady-state dis-
tribution of molecular recoils found by Cipriani et al. (2007).

4.3 Monte Carlo Simulations

Since the above transport equations are usually not solved, simulations that are equivalent to
such solutions are carried out. There are two principal types of simulations and sometimes
a combination of these is used (Leblanc and Johnson 2001). 1-D, 2-D and 3-D versions
have been implemented depending on the aspect being described. The most common model
is a test particle simulation in which the incident radiation sets representative atoms and
molecules in motion. These hot atoms and molecules, also called primary recoils, are tracked
as they move under the influence of gravity in a background atmosphere obtained either
from observations or a model. The hot recoils interact with the background gas causing
additional excitations and momentum transfer collisions producing additional recoils. In this
cascade of collisions the deposited energy can be transported away from the initial energy
deposition site and a distribution of hot particles is produced. In this way the collisional
energy deposited by each incident ion is rapidly dispersed. Whereas the transport equations
and other approximations above typically assume some steady state for a given incoming
flux, in the Monte Carlo simulations the fate of the energy deposited by sample ions, called
test particles, is tracked (e.g., Shematovich et al. 1994).

The test particles are assigned a weight such that the net production rate represents the
hot particle source profiles described earlier. The initially produced hot particles and their
recoils are tracked until they fall below some energy cut-off after which they are assumed
to be part of the background atmosphere. The size of this energy cut-off depends on what
aspect of the atmosphere is being modeled, the escape rate, the structure of the corona, or the
local heating, in which case the energy must be tracked to some value related to the ambient
temperature.

The representative particles are tracked ballistically for time steps which are short enough
that the collision probability is small. At the end of the time step the velocities of the par-
ticles are changed to account for the outcome of those collisions that occurred. These new
velocities are used as the initial velocities for the next time step. Because the collision prob-
ability along the path of a hot particle and the outcome of each collision are typically chosen
using a Monte Carlo procedure, these are referred to as Monte Carlo simulations.

Whereas only hot particles are tracked in the test particle method, in the second type
of simulation the background atmosphere is allowed to evolve in response to the energy
deposition by hot particle production (e.g., Michael and Johnson 2005). Therefore, both
representative hot particles and representative atmospheric molecules are tracked. In such
simulations collisions are allowed to occur between hot particles, between hot particles and
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atmospheric particles, and between atmospheric particles, each having weights that allow the
representative particles to describe both the source distribution and the atmospheric structure
and temperature. Because such simulations are computationally intensive, the computational
zone has a lower boundary at which temperatures and densities are assigned. These are made
to be consistent with the properties found by continuum models of the atmosphere at that
depth. The lower boundary typically occurs at a depth at which the energy deposition can be
neglected or treated by a continuous slowing down (CSDA) model. The upper boundary is
typically where collisions are improbable and the hot particles are in ballistic orbits. Particles
reaching the upper boundary are tested and either escape and are removed or are allowed to
re-enter the atmosphere as appropriate to their ballistic trajectory.

Since the atmosphere is allowed to respond to the energy deposition in such simulations,
care must be taken to account for energy loss processes other than conduction to the lower
boundary which is automatically included. Following Bird (1994) these are often referred to
as Direct Simulation Monte Carlo (DSMC) models.

In both types of simulations, the weights for different species in a multi-component at-
mosphere can be different, so that trace species can be accurately accounted for. In addi-
tion, the atmosphere is divided into cells in which its properties do not change significantly,
so that random particles in each cell can be used to describe the outcome of the colli-
sions. Most simulations use the method in Bird (1994) (e.g., Leblanc and Johnson 2001;
Michael and Johnson 2005) to describe the collision probabilities based on the weights and
densities of each type of particle. The accuracy and computational time are optimized by the
choice of collision model, weights, time step, cell sizes and the simulation type used in each
region of the atmosphere. For instance, in describing the transition from the thermosphere to
the exosphere, weights that are different in different regions are often used as well as differ-
ent simulation models which are coupled at the boundary between the regions. Such models
have been used to directly produce the corona and to test the simpler analytic models (cf.,
Johnson et al. 2008; Lammer et al. 2008).

4.4 Energetic Particle Deposition

Based on the discussions above, there are a number of effects produced by the incident ra-
diation: auroral emissions, an ionosphere, thermospheric heating, sputter loss, etc. These
effects typically peak at very different depths in the atmosphere; therefore the relevance of
the various radiation types depends both on the slant depth into the atmosphere as well as
the energy flux for each type of incident radiation. The quantity of interest is the energy
deposition per unit volume per unit time. This is the radiation flux, φ(z) at each altitude, z,
times the energy deposited per unit path length by the incident particles. The latter quantity
is called the stopping power of the medium and is typically written as (dE/dx) where x

is along the path of the incident particles. The dependence of φ on depth and the redistri-
bution of the deposited energy is determined by transport processes. Here the focus is on
the energy deposition by different charged particle types via (dE/dx) and the penetration
depths. Comparisons with the effect of the photon flux (e.g., Michael and Johnson 2005;
Johnson 2008) are hampered by the fact that dE/dx for energetic ions and electrons are not
very sensitive to the atmospheric composition, but the energy deposition by the solar flux
UV and EUV flux, as well as the low energy electrons (≤ 100 eV) are very specific to the
composition.

The energy lost per unit path length depends on the density of the atmosphere, and thus
one often writes dE/dx = ∑

i (niSi), where ni is the local number density for atmospheric
molecules i and Si is called the stopping cross section for the incident particle by mole-
cules of type i. For incident ions S is divided into qualitatively different types of energy
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Table 4 W -values (in eV) and
ratios W/I Gas w W/I

He 44 1.8

Ar 27 1.7

H2 36 2.3

N2 37 2.4

O2 31 2.6

CO 34 2.4

CO2 34 2.5

H2O 30 2.4

NH3 26 2.5

CH4 31 2.5

C2H6 25 2.1

C2H4 26 2.5

C2H2 26 2.3

SO2 32 2.6

transfer, as mentioned earlier: momentum transfer to the atmospheric atoms and molecules,
often referred to as the elastic nuclear component, Sn, which also scatters the incident ions,
and energy transfer to excitations and ionizations of the atmospheric atoms and molecules,
Se . Incident electrons are also scattered, especially at low energies, but the direct energy/
momentum transfer to atomic motion is typically negligible.

Because the amount of energy transferred depends on the nuclear charge of the mole-
cules, which is nearly proportional to its mass and equals the number of electrons available
for excitation, the stopping power is often divided by the mass density, ρ. This gives a quan-
tity that for fast ions and electrons is nearly material independent: (dE/dx)/ρ. Therefore,
in Fig. 16 we compare the stopping powers of an electron, proton and O+ ion in H2O as a
function of the incident velocity, v, given as the kinetic energy per unit mass. Such results
can be obtained for a variety of incident ion/target combinations using freeware programs
such as SRIM (http://www.srim.org/). It is seen that at velocities above the Bohr velocity
(2.18 × 108 cm s−1), the variation with velocity for each incident particle is similar, until
one reaches very high velocities (e.g., ∼ a fraction of c or a few MeV/u) where radiation
losses come into play. That is, the amount of energy deposited in the target electrons and
ions is determined primarily by the speed of the charged particles over a broad range of
relevant energies (e.g., Johnson 1990). Also shown in Fig. 17 is the projected range, or pen-
etration depth, of these particles versus velocity, again given as their initial energy per unit
mass. Because the atmospheric density versus altitude depends on the local gravity and tem-
perature, the range is also multiplied by the mass density, giving the atmospheric mass per
unit area penetrated by the particles. This is a quantity that is again nearly independent of
atmospheric type.

There have been numerous studies of the fraction of energy deposited by fast ions and
electrons in electronic excitations and ionizations (e.g., Paretzke 1989). The latter process,
like photoionization, produces secondary electrons (Long and Paretzke 1991). As a rule,
fast incident charged particles expend ∼ 50−60 eV per ionization, so that the secondary
electrons carry off a considerable fraction of the deposited energy. Since these electrons can
also ionize and excite atmospheric molecules, the average energy deposited per ionization
produced by either the incident particle or a secondary electron is called the W -value. Quite

http://www.srim.org/
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Fig. 16 Stopping power (dE/dx) of a material versus ion energy. Here water vapor is used and the stopping
power is given as an energy loss per mass column density penetrated. For the energy range shown this quantity
is nearly independent of material, i.e., multiply by the mass density of the material to obtain energy loss per
unit path length (from Johnson 1990)

Fig. 17 Range (distance an
incident ion travels in a material)
versus ion energy. Range is given
as a mass column density
penetrated; the material is again
water vapor, but is similar for
most atmospheric compositions,
i.e., divide by mass density to get
distance traveled
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remarkably this is nearly constant for fast ions and electrons, as is the fraction of the de-
posited energy going into excitations. Values for relevant gases are given in Table 4. It is
seen that the W for a molecular atmosphere is ∼ 2.5 I , so the fast ions and electrons expend,
on the average, more energy per ionization produced than is typical for EUV-UV photons
described earlier. In a molecular atmosphere, the fraction of the deposited energy going into
electronic excited states is ∼ 10% and the energy dissipated by the secondary electrons in
elastic collisions and vibrational excitations is ∼ 50% of the total energy deposited. In ad-
dition, the ionizations produced by the incident plasma ions and electrons are distributed
spatially very differently than are those produced by incident UV and EUV photons.

5 Summary and Conclusions

We have discussed here the energy deposition of solar photons and charged particles of
various origins, with emphasis on problems of current interest. For photons, these include
determining EUV and FUV heating efficiencies, for which the principal unknown is the frac-
tion of energy that appears as vibrational excitation of molecules in various processes. These
heating processes occur in competition with other external perturbations such as meteoroid
bombardment. We have discussed the validity of Chapman layer theory. By comparison of a
Chapman layer to a detailed, realistic model, we have shown that more elaborately modeled
electron density profiles bear little resemblance to Chapman layers.

We have shown that modeling the photodissociation rates of many thermospheric mole-
cules is difficult for several reasons. For photodissociations that proceed by excitation to
discrete states followed by predissociation, the cross sections must be known to very high
resolution, of the order of 10−3 Å. For most atmospheric molecules, there are wavelength
regions in which the cross sections are highly oscillatory on such wavelength scales. Branch-
ing ratios for the production of various electronically excited states of the products of dis-
sociation are also required, and are not generally known. Immediately shortward of the
ionization thresholds of molecules, the photoabsorption cross sections are usually highly
structured, and autoionization competes with predissociation. In this region, the photodisso-
ciation cross sections need to be determined as the difference between the photoabsorption
cross sections and the photoionization cross sections, a process that is difficult and usually
produces only approximations.

We have also discussed the interaction of X-rays with atmospheric species, in particular
the Auger effect, and the production of characteristic X-rays from atoms and molecules.
We have described the Auger effect in detail for atoms for O and that for molecules for
N2. Auger electrons have been observed or predicted in photoelectron flux spectra from
several planetary bodies, as have X-rays of various origins. The Auger process and double
ionization of valence shell electrons produce doubly ionized species of uncertain lifetime.
Recent measurements have provided a basis for the construction of approximate models of
such species. Much more data is needed, however, in order to accurately model their density
profiles, especially for doubly ionized molecules.

Analyses of emissions are valuable for remote-sensing of auroral particles, which pre-
cipitate into the upper atmosphere of a solar system body, where they deposit their energy.
Spectroscopic analyses of auroral emissions based on color ratios and spectral profiles have
been used to identify the type of precipitating particles and to determine their characteris-
tics in terms of total energy flux and mean energy or spectral shape. This information is
crucial for identifying the origin of the auroral particles and the associated forcing, for as-
sessing the global response of a planetary upper atmosphere to auroral particles, and to infer
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the ionospheric contribution to magnetosphere–ionosphere coupling. Based on a cross body
comparison, we have highlighted the differences in applying similar spectroscopic tech-
niques at different solar system bodies. The auroral particle energy range covered by the
analysis, the type of aurora which can be probed, and the physical quantities derived from
the analysis vary from one solar system body to another. Multi-spectral analyses of auroral
emissions have been employed for increasing the auroral particle energy range covered by
only one technique, for determining the characteristics of more than one auroral particle
type, and for constraining the atmospheric model used for the analysis.

The upper atmospheres of planets and planetary satellites are often affected by energetic
ions and electrons, either locally created or from an ambient plasma. Since these ions and
electrons are in turn affected by the local fields, there are complex feedback processes that
affect the atmospheric heating and loss rates. Whereas the effect of solar photons on the
upper atmosphere has been studied for years, only recently has accurate modeling of the
plasma interactions been carried out, as discussed in the other articles of this volume. In
addition, it is only very recently that we have had good spacecraft measurements of ther-
mospheres other than that of the Earth to test such models.

Assuming one knows the local plasma flux, in this article we described briefly how one
calculates the energy deposition rate. As is the case for photon-energy deposition, our ability
to describe the effect of the incident and locally produced plasma particles is limited by the
available atomic and molecular data. However, as pointed out in the text, for fast ions and
electrons the energy deposition rates are much less sensitive to the atmospheric composition
than is the case for incident photon or low energy incident or secondary electrons. When the
energy deposition by the energetic plasma particles can be calculated, then the subsequent
modeling of the atmospheric processes is roughly independent of the exciting radiation.
That is, the subsequent processes are very similar to those initiated by photo-absorption. We
also pointed out the similarity in the effect of hot recoils on atmospheric heating, whether
the recoils are produced by incident ions or exothermic chemistry. Therefore, the principal
limiting factor in our ability to describe the heating of the upper atmosphere by the inci-
dent plasma is our knowledge, from spacecraft measurements or modeling efforts, of the
morphology of the plasma flow into the atmosphere and our knowledge of the fields that
penetrate the atmosphere, issues discussed in later articles in this volume.
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